Hannah Schulz-Kiimpel Random Variables & their Distributions Problem Set
Math Tutorial, Department of Statistics, LMU January 14th, 2024

1. Question: Conditional expectation

1.1. Suppose we draw X ~ Unif(0,1). After we observe X = x, we draw Y | X = o ~ Unif(z, 1), resulting
in the conditional density fy|x(y |z) =1/(1—-2) forz <y < 1.
Find the conditional expectation of Y given X.

1.2. Let X ~ Uniform (0,1). Let 0 < a < b < 1. Consider

v 1 O0<zxz<b and 7 — 1 a<zx<l1
0 otherwise, 0 otherwise.

(i) Are Y and Z independent? Why/Why not?
(ii) Find E(Y|Z). Hint: What values z can Z take? Now find E(Y | Z = z).

1.3. Let r(z) be a function of z and let s(y) be a function of y. Show that
E[r(X)s(Y) [ X] = r(X)E[s(Y) | X].

Solution:

1.1.
E(Y|X=$)=/ ny|x(y|x)dy=m/ ydy = 233,

Thus, E(Y | X) = (1 + X)/2. Notice that E(Y | X) = (1 4+ X)/2 is a random variable whose value
is the number E(Y | X = z) = (1 + z)/2 once X = z is observed.

1.2. (i) X and Z are not independent, because

P(Y =1)=P(z <b)=b
P(Z=1)=Px>a)=1-a
PY=1,Z=1)=Pla<z<b =b—a
P(Y=1P(Z=1)£P(Y =1,Z =1).

(i) fZ=02z<a=2<b=Y =1= E[Y|Z] =E[Y] = 1. Meanwhile,

b—
ifZ:Lx>a:>1P>(Y:1):P(a<a:<b|a<x<1):5%;:>1E(Y|Z:1):1_3.
1 Z=0
=EY | Z]=9,_
1= 2=1

1.3.
E[r(X)s(Y) | X] = / r(X)s(y)dPy x (y) =

—

r(X)s(y) f(y | x)dy

r(X) / W) f(y | 2)dy
(XE[s(Y) | X].

r

2. Question: Conditional variance and law of total variance

2.1. The Bernoulli distribution with parameter p is defined via the pmf f(z) = p®(1 —p)!=%, =z € {0,1}.
Consider two random variables X, Y ~ Bernoulli (%) with

X |Y =0~ Bernoulli <§) , P(X=0]Y=1)=1, Var(E[X|Y]) = %
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Find the pmf of V := Var(X|Y), E[V], and check that Var(X) = E[V] + Var(E[X|Y]).

2.2. Consider a random variable N that takes values in N and suppose that we know E[N] and Var(N).
Find the expectation and variance of the random variable

N
Y = ZX
=1

where the X; are i.i.d. and also independent of N.
Hint: You may use the fact that for independent X,Y,Z, we have E[X +Y|Z] = E[X|Z] + E[Y|Z] =
E[X] + E[Y], with both equality following immediately from independence.

Solution:
2.1. e To find the pmf of V, we note that V is a function of Y. Specifically,

Var(X | Y =0) ifY =0

V = Var(X | Y) =
ar(X 1Y) {Var(X|Y:1) ity =1

Therefore,
Var(X | Y =0) with probability
Var(X | Y =1) with probability

[S{1 SR {[J+]

V:Var(X|Y):{

Now, since X | Y = 0 ~ Bernoulli (%) , we have
2

Wil
W=

Var(X |Y =0) =
and since given Y = 1, X = 0, we have
Var(X | Y =1)=0

Thus,
with probability

with probability

O ol
SRS

V:Var(X|Y):{

So, we can write

g ifv= %
Py(v)=42 ifv=0
0  otherwise.
e To find E[V], we write
2 3 2 2
E[V]i=2.240.22 2,
V] 9 5 +() 5 15

e To check that Var(X) = E[V] + Var(E[X|Y]), we just note that
6

Var(E[X|Y]) = &

2

25 15°

| Do
ot w

Var(X) =

and 2 o 8 18 6
nd —+—=—=—.
15 75 75 25
2.2. To find E[Y], we cannot directly use the linearity of expectation because N is random. But, con-
ditioned on N = n, we can use linearity and find E[Y | N = n]; so, we use the rule of iterated

expectations:
N N
S XN ZE[XHN]}
i=1

= E[NE[X]] = E[X]E[N].

E =F

E[Y] =E[E[Y | N]] = E

N
=E|) E[X)]

i=1
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To find Var(Y'), we use the law of total variance:

Var(Y) = E[Var(Y | N)) + Var(E[Y | N])
[Var(Y | N)) + Var(NVE[X]) (%)

E
E[Var(Y | N)) + (E[X])? Var(N).

To find E[Var(Y | N)), note that, given N = n,Y is a sum of n independent random variables. Thus,
we can write

N
Var(Y | N) =) Var (X; | N)
i=1
N
= ZVar (X;) (since X; ’s are independent of N )

Therefore, we have

E[Var(Y | N)) = E[N] Var(X). (%x)

Combining Equations (x) and (%), we obtain

Var(Y) = E[N] Var(X) + (E[X])? Var(N).

3. Question: Properties of the conditional expectation
(slightly advanced)
Let X,Y : (Q,F) — (€, F') be random variables with E[X],E[Y] < oco.
3.1. Show that if a and b are constants and A C F, then E(aX +bY | A) = aFE(X | A) + bE(X | A) a.s.

3.2. Show that if X <Y a.s., then, for AC F, E(X | A) < E(Y | A) as.
Hint: This can be accompished by showing that P({E(X | A) > E(Y | A)}) =0.

3.3. Let A and Ay be o-algebras satisfying Ay C A C F. Show that
EIE(X | A) | A = E(X | Ao) = E[E(X | Ao) | A] as.

Solution:

3.1. Note that aE(X|A)+bE(Y|A) is measurable from (£, A) to (2, F'). For any A € A, by the linearity
of integration,

/A(aX—l—bY)dP:a/AXdP—i—b/AYdP
:a/ E(X|A)dP+b/ E(Y]A)dP
A A
_ / [@E(X|A) + bE(Y]A)dP
A

By the a.s.-uniqueness of the conditional expectation, E(aX + bY|A) = aE(X|A) + bE(X|A) a.s.

3.2. Suppose that X < Y a.s. By the definition of the conditional expectation and the property of
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integration,
/E(X|.A)dP:/XdPS/YdP:/E(Y\A)dP
A A A A

A={E(X|A) >EY |A)} €A

where

Hence P(A) =0, ie, E(X | A) <E(Y | A) as.
3.3. Note that FE (X | Ap) is measurable from (€2, Ag) to (Q, F') and Ay C A. Hence E (X | Ap) is measur-

able from (2,.4) to (Q,F’) and, thus, E(X | Ag) = E[E (X | Ao) | A] a.s. Since E[E(X | A) | Ao]
is measurable from (2, Ag) to (©,F’) and for any A € Ay C A,

/AE[E(X|A)|A0]dP:/AE(X|A)dP:/AXdP

we conclude that E [E(X | A) | Al = E(X | Ag) a.s.

If you have any questions or feedback, please feel free to contact me via E-mail at
hannah.kuempel@stat.uni-muenchen.de!!

Also, thank you to H. Pishro-Nik, Jun Shao, and the authors of the book |All of Statistics:
A Concise Course in Statistical Inferencel, whose exercises this sheet was inspired by.
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