Introduction to Machine Learning

Regularization
Bias-variance Tradeoff

Learning goals

FEIRY @ Understand the bias-variance
A4 trad e-off

\{ @ Know the definition of model bias.
O — estimation bias, and estimation

/ [ ressaicTen: variance




BIAS-VARIANCE TRADEOFF
In this slide set, we will visualize the bias-variance trade-off. O 0O X

We: consider a/DGP [Py with )2 ot/ R andithie L2 foss)étiWe measure X @)
the distanceé betweehcmodélssf A cacl%via

d(f,f') = Exp, [L(f(x), ' (x)] . X X

We define!fj as the risk minimizer 'such that

fy € arg r:in E(x.y)~p,, [L(¥; f(x))]

e li]

where Ho = {f: & - E| d(0.f) < oc} and 0 : &' — {0}.
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BIAS-VARIANCE TRADEOFF /2

I Ourmodel space Hausually is aproper subset of Hy and in'general
i Gl
We define f* as the risk minimizer in H, i.e.,
f* € argmin Eqy ), [L(f(x, y)].
feH
] i< is closestto f):landwe call d{fj f7) thel model bias!
|
| H
| H
I ntoducion to Machine Leaming -~ 2 /6



BIAS-VARIANCE TRADEOFF /3

By regularizing our model, we, further restrict the model space so that
Hpg is a proper subset of H. We define f7 as the risk minimizer in Hg,
ie.,

fa € arg mmL(x,)N . [L(f(x, ¥)] -

Lo ufeHey

fsz € Hg is closest to fiye. and we call d(fg, f*) the estimation bias.

Hy
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BIAS-VARIANCE TRADEOFF /4
We sample a mmte dataset Th=: \(x(‘} y)rei(By)" and findvia ERM

ul ) W\ i \ minimizer ir \

arg min Z (Y(f)-;?(x(;i))) j

reH

6 the fuaction in_H & clo ) nd w [l o “)the .
A Note that the realization is only

shown in the visualization for
didactic purposes but is not an
element of Hp.
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BIAS-VARIANCE TRADEOFF /s

Let's assume that 7 is an unbiased estimate of f* (e.g., valid for linear
regression), and we repeat thé'sampling process of f.

H,

‘ @ We can measure the spread of
sampled f around f* via
§ = Varp [d(f’.?)] which we
call the estimation variance.

@ We visualize this as a circle
around f* with radius 4.

__ [
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BIAS-VARIANCE TRADEOFF /6

We repeatthe iprevidus constructioh inthe restricted model space Hy/
and sample fg such that

irg L | f(X ‘
€ (1) (1)
) fR ar;% z:nz; (y f(x )) .
Al No
o L | IR RIS
U A o We'tan fmeasure the spread of
S f o Sampled firaroundfy viaow
' 5 <5 vary FAER B ) whieh we
also’call'estimation‘variance.
o e Shserve that the increased
bias results in a smaller
estimation variance in Hg
compared to H.
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Introducion o Machine Leaming ~ 6/6

O0X

X X









