Optimization in Machine Learning

Univariate optimization
Golden ratio

Learning goals
. @ Simple nesting procedure
@ Golden ratio
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UNIVARIATE OPTIMIZATION
Letf: R — R.

Goal: lteratively improve eval points. Assume function is unimodal. Will
not rely on gradients, so this also works for black-box problems.
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SIMPLE NESTING PROCEDURE
Letf: R — R.

Always maintain three points: left, right, and current best.
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SIMPLE NESTING PROCEDURE
Letf: R — R. O 0 X

Propose random point in interval. x O

New proposal
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Left

NB: Later we will define the optimal choice for a new proposal.
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SIMPLE NESTING PROCEDURE
Letf: R — R.

Compare proposal against current best.

New better than
current best?
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SIMPLE NESTING PROCEDURE
Letf: R — R. OO0 X

If it is better: proposal becomes current best. x O
I X X
New better than
current best?

Yes!

Left
New Best
Old Best
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SIMPLE NESTING PROCEDURE

Letf: R — R.

New search interval: around current best.
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SIMPLE NESTING PROCEDURE

Letf: R — R.

Propose a random point.

A
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New proposal
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SIMPLE NESTING PROCEDURE

Letf: R — R.

Compare proposal against current best.
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New better than
current best?
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SIMPLE NESTING PROCEDURE
Letf: R — R.

If it is better: proposal becomes current best.

New better than
current best?

No...
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SIMPLE NESTING PROCEDURE
Letf: R — R.

O O X
New search interval: around current best. x O
3
XX
interval
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Left
Right
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SIMPLE NESTING PROCEDURE

Letf: R — R.

Propose a random point.
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New proposal

New
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SIMPLE NESTING PROCEDURE
Letf: R — R.

Compare proposal against current best.

New better than
current best?
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SIMPLE NESTING PROCEDURE
Letf: R — R. OO0 X

If it is better: proposal becomes current best. x O
I X X
New better than
current best?

Yes!!!

Left
Old best
Right
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SIMPLE NESTING PROCEDURE
Letf: R — R.

New search interval: around current best.
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New search
interval
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SIMPLE NESTING PROCEDURE

@ Initialization: Search interval (x'® x"9Nt), xleft < yright x
@ Choose xP®s! randomly.
@ Fort=0,1,2,... X

e Choose x"" randomly in [x'e, x"g] x x

o If F(xMW) < f(xPest):
° Xbest — Xnew
e New interval: Points around xPest

Yes!
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GOLDEN RATIO

Key question: How can x™" be chosen better than randomly?
@ Insight 1: Always in bigger subinterval to maximize reduction.
@ Insight 2: x"®" symmetrically to x®! for uniform reduction.
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Consider two hypothetical outcomes x"*": frey, 2 and frew b.

Optimization in Machine Learning — 4 /12

X X



GOLDEN RATIO /2

If frew,a iS the outcome, xpest Stays best and we search around Xpest :

[Xleft, Xnew]
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GOLDEN RATIO /3

If frew,b IS OUtCOME, Xhew DeCOMes best point and search around Xpey :

[Xbest; Xright]
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GOLDEN RATIO /4

For uniform reduction, require the two potential intervals equal sized:

b := Xright — Xbest = Xnew — Xieft
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GOLDEN RATIO /5

One iteration ahead: require again the intervals to be of same size.

C = Xpest — Xleft = Xright — Xnew
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GOLDEN RATIO /6

To summarize, we require:

Xr/ght o X/eft

)

b
b = Xight — Xbest = Xnew — Xieft

= Xbest — Xleft = Xright — Xnew
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GOLDEN RATIO /7

@ We require the same percentage improvement in each iteration
@ For ¢ reduction factor of interval sizes (ato b, and b to c¢)

_b_c¢

T a7 b

b c c
2_7,7:7
Y Ta'b a

@ Dividea=b+cby a:

a b ¢
- = —+4 -
a a a
1 @+ ¢
0 = *+p—1

@ Unique positive solution is ¢ = @ ~ 0.618.
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GOLDEN RATIO /s

@ With x"*" we always go ¢ percentage points into the interval.
@ Given x® and x"9" it follows

Xbest — Xr/ght o Ieft)

SO(Xright —x
Xleft + (1 _ @)(X’ight _ Xleft)

and due to symmetry

xnew  — Xlefz‘ + @(X’ight o Xleft)
Xright _ (1 _ s0)()(right _ Xleft)'
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GOLDEN RATIO /9

Termination criterion:

@ A reasonable choice is the absolute error, i.e. the width of the last
interval:
|Xbest _ XneW| <7

@ In practice, more complicated termination criteria are usually
applied, for example in Numerical Recipes in C, 2017

‘Xright _ Xleft’ < T(‘Xbest’ + ’Xnew’)

is proposed as a termination criterion.
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