
Interpretable Machine Learning

Introduction, Motivation, and History
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WHY INTERPRETABILITY?

ML: huge potential to aid decision-making process due to its
predictive performance

ML models are black boxes, e.g., XGBoost, RBF SVM or DNNs
⇝ too complex to be understood by humans

Some applications are "learn to understand"

When deploying ML models, lack of explanations
1 hurts trust
2 creates barriers

⇝ Many disciplines with required trust rely on traditional models,
e.g., linear models, with less predictive performance
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INTERPRETABILITY IN HIGH-STAKES DECISIONS
Examples of critical areas where decisions based on ML models can affect human life

Credit scoring and insurance applications
Society of Actuaries

Reasons for not granting a loan
Fraud detection in insurance claims

Avishek Anand �39

Counterfactuals and Recourse

What can a person do to obtain a favorable prediction from a given model ?

Bachelor > 20,000 0

Bachelor 10,000 0��. Amirata Ghorbani, Abubakar Abid, and James Y. Zou. “Interpretation of Neural Networks Is Fragile”.
In: The Thirty-Third AAAI Conference on Arti�cial Intelligence, AAAI ����, The Thirty-First Innovative
Applications of Arti�cial Intelligence Conference, IAAI ����, The Ninth AAAI Symposium on Educational
Advances in Arti�cial Intelligence, EAAI ����, Honolulu, Hawaii, USA, January �� - February �, ����. AAAI
Press, ����, pp. �68�–�688. ���: 10.1609/aaai.v33i01.33013681

��. Dylan Slack et al. “Fooling LIME and SHAP: Adversarial Attacks on Post hoc Explanation Methods”.
In: AIES ’��: AAAI/ACM Conference on AI, Ethics, and Society, New York, NY, USA, February �-8, ����.
Ed. by Annette N. Markham et al. ACM, ����, pp. �8�–�86. ���: 10.1145/3375627.3375830

Explanation through Examples
��. Jacob Bien and Robert Tibshirani. “Prototype selection for interpretable classi�cation”. In: The Annals

of Applied Statistics (����), pp. ����–���� [maybe this is mandatory reading for this Chapter ?] (-)

��. Pang Wei Koh and Percy Liang. “Understanding black-box predictions via in�uence functions”. In:
arXiv preprint arXiv:����.����� (����)

��. Been Kim, Rajiv Khanna, and Oluwasanmi O Koyejo. “Examples are not enough, learn to criticize! crit-
icism for interpretability”. In: Advances in neural information processing systems. ���6, pp. ��8�–
��88

��. Chaofan Chen et al. “This looks like that: deep learning for interpretable image recognition”. In: Ad-
vances in neural information processing systems. ����, pp. 8���–8���

�6. Berk Ustun, Alexander Spangher, and Yang Liu. “Actionable recourse in linear classi�cation”. In: Pro-
ceedings of the Conference on Fairness, Accountability, and Transparency. ����, pp. ��–��

��. Arnaud Van Looveren and Janis Klaise. “Interpretable counterfactual explanations guided by proto-
types”. In: arXiv preprint arXiv:����.���8� (����) [extra](-)

�

Medical applications

Identification of diseases
Recommendations of treatments

. . .
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https://www.soa.org/resources/research-reports/2021/interpretable-machine-learning
https://www.healthcareitnews.com/news/new-ai-diagnostic-tool-knows-when-defer-human-mit-researchers-say


NEED FOR INTERPRETABILITY
Need for interpretability becoming increasingly important from a legal perspective

General Data Protection Regulation (GDPR) requires for some applications that
models have to be explainable Goodman & Flaxman (2017)

⇝ EU Regulations on Algorithmic Decision-Making and a “Right to Explanation”

Ethics guidelines for trustworthy AI European Commission (2019)
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https://doi.org/10.1609/aimag.v38i3.2741
https://doi.org/10.2759/346720


BRIEF HISTORY OF INTERPRETABILITY

18th and 19th century:
linear regression models (Gauss, Legendre, Quetelet)

1940s:
emergence of sensitivity analysis (SA)

Middle of 20th century:
Rule-based ML, incl. decision rules and decision trees

2001:
built-in feature importance measure of random forests

>2010:
Explainable AI (XAI) for deep learning

>2015:
IML as an independent field of research

Carl Friedrich Gauss

Wikipedia
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https://commons.wikimedia.org/w/index.php?curid=2404149
https://en.wikipedia.org/wiki/Carl_Friedrich_Gauss

