Supervised Learning

Refreshing Mathematical Tools

Learning goals

@ Refresher on the basics of probability
theory




PROBABILITY SPACE /2

Examples:

® Coin Tossing — Possible outcomes are 2 = {H,T} withHresp. T
representing "heads" resp. "tails". The allowable events are
contained in F = {@, {H},{T}. {H.T}}. If the coin is fair, then
P(H) = P(T) =1/2.

@ Dice Rolling— Possible outcomes are 2 = {1,2,3,4,5,6}. The
allowable events are contained in 27, i.e., the power set of Q. If the
dice is fair, then P(i) = 1/6fori = 1,...,6.

Further properties. For any probability space (22, F, ) the following
properties hold

@ Monotonicity — A, B € F,and A C B, then P(A) < P(B).

@ Union bound — For any finite or countably infinite sequence
events E¢.E>5, ...,

P(Uiz1 E) < Z,‘m P(E;).
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INDEPENDENCE /2

Conditional probability. The conditional probability that event A ¢ F
occurs given that event B € F occurs is P(A|B) = A8 The
conditional probability is well-defined only if P(B) > 0.

Bayes rule. For two events A, B € F it holds that

P(B|A)P(A)

The law of total probability. Let £+, . .., E, € F be mutually disjoint

events, such that U E; = £, then VA € F,

n n

P(A) =) P(ANE) =Y P(AE)P(E).

i=1 i=1
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RANDOM VARIABLES /2

@ Functions of random variables are again random variables, i.e., if
f: R — R is some (measurable) function, then Z = f(X) is also a
random variable.

@ Identically distributed — Two random variables X and Y are
identically distributed if their probability distributions coincide, i.e.,
Px == )y.
One distinguishes between two types of random variables:

@ A discrete random variable is a random variable that can take only
a finite or countably infinite number of values. Its probability
distribution is determined by the probability mass function which
assigns a probability to each value in the image of X.

® A continuous random variable is a random variable which can take
uncountably infinite number of values. Usually its probability
distribution is determined by a density function, which assigns
probabilities to intervals of the image of X.
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DISCRETE RANDOM VARIABLES

If the image Qx of X is discrete (e.g., finite or countably infinite), then X
is called a discrete RV.

For adiscrete RV X, the function
p: Qx =01, x=>P(Xe {x})=P(X=x)

is called a probability function or probability mass function of X.

Obviously, p(x) = 0and >_,.q P(x) = 1.
Examples:
® Bernoulli distribution: For a binary RV with Qx = {0, 1},
X ~ Ber(#)ifp(1) = 6 and p(0) =1 — 6.
® Binomial distribution: X ~ Bin(n, #) if

(N)ek(1 — )% itk e{0,....n)

P (k) - { 0 otherwise
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EXPECTED VALUE/EXPECTATION

Expectation is the most basic characteristic of a random variable. Let X
be a random variable, then the expectation of X, denoted by E(X), is

- [ Yiea, Xp(x) if Xis discrete
E(x) = / x dF (x) = { Joo, XP(x)dx i X is continuous

provided the: sum resp. the integral is:well!defined and exists:
Some important properties of the expected value are:
@ Linearity — For any constants ¢q, ¢ € R and any pair of random
variables X and Y it holds that
E(ciX + e2Y) = ¢ E(X) + eE(Y).
® Transformations — If f : R — R is a (measurable) function, then
the expectation of f(X) is

Yo xen, f(X) p(x) if X is discrete
E(f(X)) = / f(x) dF(x)={ I ,‘zx)p(x) i X e comtinous

prondad tho sum respe ntegral cxses |
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VARIANCE AND COVARIANCE

The variance of a RV X is defined as follows:
Var(X) = E[(X ~ EX))] = | (x~ EQOF dF(x).
X
provided!/the integral an the:right:hand side exists:
The standard deviation is defined by \/Var(X).

The covariance between RVs X and Y is

Cov(X, ¥) = E[(X — E[X])(Y — E[Y])]
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MULTIVARIATE RANDOM VARIABLES

RVs Xi,..., X, over the same probability space can be combined into

a random vector X = (X,..., Xp).
Their joint distribution is specified by the joint mass/density function px,
such that for any measurable set A it holds that x x

2 (x)eaPx (X1, xa) i Xa, .., X, are discrete
Japx(x1,....Xn)dxs...dxn if Xq,..., X, are continuous

P(XecA)= {
The:marginal distribution py- of X4 is:given by

(X ) _ Z(xz ..... Xn)'&szx...XQX,, pX(X1 ge sy Xn) if diSCfete
pixa) = Jay, «..x, PX(Xt: - Xo) iz ... dbty if continuous

In the same way, the marginal distributions of Xz,. .., X, are defined.
The same type of projection (summation/integration over all remaining
variables) is used to define marginal distributions on subsets of

variables (Xj. ..., Xy ) with {is,.... ik} € {1,....n}.
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INDEPENDENCE OF RANDOM VARIABLES /2

Some important properties and concepts with respect to independence
are:

® The iid assumption — Random variables Xj, .. ., X are called
independent and identically distributed (iid) iff they are mutually
independent and each random variable has the same probability
distribution as the others.

@ Independence under transformations — Let X and Y be
independent random variables and f,g : R — R are (measurable)
functions. Then, f(X) and g(Y) are independent as well.
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CONDITIONAL DISTRIBUTIONS
If (X, Y) have a joint distribution with mass function py vy, then the
conditional probability mass function for X given Y is defined by

PX=xY=y) pxvy(x.y)
p(Y =y) py(y)

Pxy(x | y) =
provided!p((Y'= y) = Q

Likewise, in the continuous case, the conditional probability density
functionis given by

px.v(x,y)

pX| V(x | y) = pY(}’)

provided! py( ) = 0). Them
p(XeA| YZY)ZAPX|Y(X|Y)w(‘

The:soundness:of this:definitionis:less:abvious:than in the discrete
case, due to conditioning on an event of probability 0 here.
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CONDITIONAL EXPECTED VALUE/EXPECTATION

/2
Some important properties of ti nditional exp value are ti

Some important properties of the conditional expectéd-value are the
following.-For any-random variables X. Y. Z it holds that

@ Linearity -=- For any constants ¢; ¢yl & R.it holds that

o ElesXme¥dZ) 7 edilXiZ) i+ ieeE¥idd ot random variables

@ Ihdependence —+If’X and Y are independent random variables,
then E(XLY) = E(X);: | R is a (measurable) function, ther
Transformations==df £1id <% R)is aiimeasurable) function, then
the conditional expectation of f(X) glven Y yis

ISCI dsS

. Jor fix X discrete case::
h(f(X) Y= y) B { %Q: fr(z;);(yx),f)();Y(}r)d})’() continuous case
@ Law of total expect: l

t;awqf total expectatton-— h@(x Y))= h(X)
Tower property — E(E(X|Y, Z)|Y) = E(X]|Y).

e o
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