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Learning goals
@ Inmulti-l sification this @pproach.is also known as binary
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: @ Mean regularization
to realize, as for-single-target prediction we have
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INDEPENDENT MODELS
@ Assume:alinear basis functionmodel for the-mthtarget:

model for each tar Ir fk‘(x>=0k@:}(x).

0y is target-specific parameter and ¢ some feature mapping.
@ Use this with with large nr of targets.
@ We optimize jointly:
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@ In multi-label classification this appr84th is als wn as binar)

HBHF /E, /5!, B2, is Frobenius norm for B € R™' and
asy to realiz s for single-tar prediction we hay
Ith of n O(X“?DT
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Frobenius norm = sum of SSE-s of all targets
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INDEPENDENT MODELS
The experimental results;sectioniof a/typical MTE paper: e
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mapping
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~~ Independent modeIT don’t exploit target deps, compared to more
sophlstlcated methods seéms be key for better performance.

Frobenius norm = sum of SSE-s of all targe
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ENFORCING SIMILARITY IN DEEP LEARNING

The experimental results section of a typical MTP paper:
Commonly-used architecture: weight sharing in the final layer with m O O x

|
| nodes, i.e., weight sharing among the targets x o
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~ Independent models don't exploit target deps, compared to more
GRS d methods, seems to be key for better performance.
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MEAN-REGU LARIZED MULTI-TASK LEARNING

@ Models for similar targets
should behave similarly

® So params should be similar

@ Approach: Bias parameter vectors towards mean vector:

! !
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min [[Y = @O + X |Bm— 7 > 6|
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] SEYCKMNTGGEULARIZED MULTI-TASK LEARNING

Originally, general ensemble learning technique £+
Level 1: apply series of ML methods on the sa

Level 2: apply ML method to a new dataset consisting of the
predictions obtained atlevel 1
should behave sin*illarly

So params shoLL%%gsin*ilar
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@ Approach: Bias parameter vectors tSards mean vector:
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I STACKING APPLIED TO MTP

s EéVé|1 [,eam aiF }k{k)} mble learnin Leveﬁ?. . . ) . O O x
o independently series of ML methods >
X LO

o Level 2: learly modelforeacha new datasel col R ‘
target independently using | L NN “
evel1 f, f. f,
predlctlons of level1 ~~ 1 2, f" ¢ X X

h-

f (x) = g(A(X) s M%) X0 0 0 .

@ Advantages: easy to implement and general
@ Has been shown to avoid overfitting in multivariate regression

@ Iflevel 2 learner uses regularization ~+ models are forced to learn
similar parameters for different targets.

» Cheng and Hdllermaier, 2009
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STACKING VS BINARY RELEVANCE: EXAMPLE

i
@ Compare F1-Score of random forest with'stacking v randem
forest with binary relevance on different multilabel datasets:
i
i
N
i
1

brds emotions  enmn 1gert:nse image bnglog reuters | scone  dashdot  yoaz

1.l :
SUdAm Fratore 0637 0620 dBTE | 0983 0431 0319 0671 0616 - 0441 0616
LarSTA IV SEre cfedio | [053 1988 0985 0446 0317 0685 Q633 043 o4

1 r r — —f

Fi-Score isdecomposed over targets. ;
NB: Stacking‘slightly otitperforms binary relevance on average.
For more details, please refer to GEEEEENETD.

fiX) = glhlx) fi(x), x)

@ Advantages: easy to implement and general
@ Has been shown to avoid overfitting in multivariate regressiol
@ If level 2 learner uses regularizatior models are forced to learr

similar parameters 1or aifierent targets
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STACKING VS BINARY RELEVANCE: EXAMPLE

@ Compare F1-Score of random forest with stacking vs random
forest with binary relevance on different multilabel datasets:

brds omotions enmn gerbase image lbnglog reuters wcone dashdot  yoasm

8Rd) F18core 0637 0820 0578 0983 0431 0319 as71 0816 0441 0815
STApf) F1-Sare 0646 0634 0583 0985 0446 oz 0685 0633 0453 0824

@ F1-Score is decomposed over targets.
@ NB: Stacking slightly outperforms binary relevance on average.
@ For more details, please refer to @EEEEENEND.
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