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JOINT AND CONDITIONAL ENTROPY

The following relations hold:

H(X,X) = H(X)
H(X|X) =0
H((X. Y)1Z) = H(X|Z) + H(Y|(X. 2))
Which can all be trivially derived from the previous considerations.
Furthermore, if H(X|Y) = 0 and X} Y-aré discreteRY, ther X:is a
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