ETHICAL ASPECTS IN MACHINE LEARNING
rai ore applied in real-life O O X
Aﬂ?gﬂgfé ?e\éggérgmor au" g?rj?dgﬁ g on making:

e Credit scoring and insurance applications — Should the X O
Falrm cregivissurdnad e gidntdd ool dariklperson or not?
# Rating job applications — Machine learning models can help X x
filter applications much more effectively than simple
d-based approacq:%smmg 9od 2K
| systems around thg’(m?rld algEmtﬁmnc tools
essment mstruments (RAI) are belng usedto
sugpledjem or replace the| hpman judgment of judges, civi
servants -and police offncerg in many ¢ contexts ,
Economics — Automated trading syrstems buy and sell orders
and automatically transmit the orders to market centers or
exchanges.
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ETHICAL ASPECTS IN MACHINE LEARNING

o These arecritical applications:i nvolving hiumans; which iraises | O O X
various'ethical/issugs indifferent.dimensions: maki

e Accountability =~ Canwemakesure thatthe system is X O

functioning-as intended? ) rtain person or not?

o Explainability/Transparenci dslitievident orexplainable whyp X X

one spedific/decision wasimade rather thian another?

o Fairness b=:Does/the system disadvantage specific

o individualsargroups? s around the world, algorithmic tools

e Privacy +<lstheinformation!(data)on thé basis of whichtheo

systemwas developed $ecure against external access? v/

o Security =+ 1$ it possible to-attack the system, e.g. by

» "poisoning’ the'data sothat:undesirable effects-occur? order:

o It sholild be ‘noted that alf of these aspedts ‘ars intertwiried in some
way and'beegming increasingly important from a legal perspective,
e.d" due to the European ethics guidelines for trustworthy Al.

L 4 2 1 1 3 1 3 1 1} B |} |
C
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FAIRNESS IN'MACHINE LEARNING: WHY
BOTHER?

@ These are critical applications involving humans, which raises
@ Inuthe recentpast; there havebeen'a numberofautomated decision
making tools that have attracted attention for. discriminatory behavior:

e éorrechonaf Offender ® Amazon created a tool to trawl
° Management Profiling o =10V 1S 1 CyHa e dnd Spot potertial
Altternative Sanctions (COMPAS) : racandidates, zating them from one
» IsAatoolused by U5, courtsito 1 disa o five stars: Butthe algorithm
assess the“nkel{nho{od of a, learned to systematically
fendant becoming a Tecidivist. downgrade women's CVs for
® But{heré is strong eviderds that (0217 kéehnical jobs %mh 3 éohwére

msdscnmnatmgb!éd( secure agadeselopeernal

rertertwined in son

Machine Bias
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RESEARCH'ON/FAIRNESS ARNING: WHY
BOTHER?
@ The question of what fairness actually is goes back thousands of years to
o antiquity. Even-back then) philosephers suchras Aristotle askedi=ion
themse ves! thisaquestion.iracted attention for discriminatory behavior
° The academic research on
falrness stahed \ ﬁ\ h‘e'

works n educalional,
testmg (Qlearly, 195&) and ...
economics.(Becker 1957, Phelps
1972fA;mw 1973)1 ‘ div
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FAIRNESSHNMACHINE tEARNING: ROUGH

OVERVIEW
@ The question of what fairness actually is goes back thousands of years t O O x

@ The goaloffairnessinMachine Learning is, foughly speaking, to
identify and mitigaté ©or even prevent biases of any kind in the x O
» decision making based on ML methods along all aspects of the

pipelinesiarted with the X X
o There dre dssentially two'sources of bias, namely the available

data'and the ML moder itself:

{ l!)q;a'tj:Lambe‘! imbalar:céd or impoverished, e.g. more data on

white recidivism outcomes than for blacks. The data can be
o [bi#é[d; eL’d.Jéo“é'c’ted by a racist or chauvinistic hiring
TE'H“ } ‘r[pahag?‘[r.z ‘lpa[lw,[‘i‘pgdnsi‘s'tencies in the data such as wrong
i1 abels or simply noise ¢an lead to bias as well.
¢ @, The prediction of theiML method can be imbalanced w.rt. to

. ctheerror: Moreoverpthe:ML method might mimic the biases in

‘or althe dataand even compound injustices.

sy ste me

| |
o
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FAIRNESS-AWARE BINARY CLASSIFICATION
OVERVIEW
@ We will consider only the binary classification/prediction setting in this
o course; duelttethedfollowingerglasons=arning Is. roughly speaking. to
(@) [ The majorityof fairness:critical applications in-real Hifecare infact
decidhinary classification/prediction dasksi-e.go credit application’ he
M,,_mgrranting vs. not granting a loan), job application (hire applicant or
not), trading systems (buy or sell an order), ...
® 1@ "Qiiantitying fairnéss Based 61t a bindry oltcome variable e
9218 athernatically wore convenient, while the multi-class variant would
» introduce additiohal termsfin the fairness iquantitie s; Moreaven o
multiclass problems can (and are) oftem addressed by reducing -
Hieuint,mutipie-binary,classification 1aks, 6.8 R0GYRpst
PSR APS oL RAAEING OGS API3EIE®s uch as wrong
© The principles for fairness-aware ‘regresslionlta_sfkﬁ are often just”
oicalions ol he 0nes for iy daseicaton.
e prediction of the iiL method can be imbalanced w.r.l. 10
the error. Moreover, the ML method might mimic the biases i
the data and even c ympouna Injustices
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FAIRNESS-AWARE BINARY CLASSIFICATION:
FORMAL SETTING

Q [l nsider only the nary gclassificat 1 setting in th
We are provnded wnh ada!ra se!ﬁ’ [[x“ﬁ.y”’) ..... (x r"' r"')) c ( { X _\)" where

> 1 A ! | ! !‘\\
o Vi 1he mput feature/atiribute space wnhp = d:m( Y).

° _\Qethmt’Mé%gbt/labeiébécenorhowj ‘( ?}7 "v"“““"“ are "‘7‘ '

@ the up'le[fx“"‘.yw) I’x)-slherihobsewahon
(granting vs. ot granting a loan). job application (hire applicant or

® x = (). tasfil) < oeinndeanre vkl an order)
So we hdvd obkiruad i shije bt desemaaby b leaards) 21y OUlcOme variable i:

@ We asdiimd the cbesidd 0aa D 1664 geneiated by & plocess that dan be charistanigad!

by somg probaiilydstiibuvon Fgirdelinedion iXipnds s quantities. Moreover
@ Inparticulati oY it le.ms DAR. (AR Hsilidiwh i gies By reducing
@ We dehbteithel tandom Varlables (vectale) J6liw ing dhitsl disttbution by lowvareasaxX and y.
ne-vs-one or error-correcting les approache:

The uhm@e Qo for | a mathindole dmingemoddalare regression taske ;ul‘\.,,u.;g just
I 1s then loosely, speakng o prediel y lomixi bhinary classification

which leads 10 a decision f(x) = y € {—1,1}. N

Note that ¥ is a random variable (can be con- ) ~ —

stant), as tisessentially a function of the random

input x. 1

Advanced Machine Learning - 7/37

O0X

X X



DECISION THEORY A0MARY CLASSIFICATION:
FORMAL SETTING

@ Inbinary classification, we typically call one class "positive” and the other "negative”. O O x
C@UTHE poeiive ¢lass is1he more impbriant, often smaller one. ( wh
@ Thedontusion mathx gives an everdaw over the arrors as well as correct dacisions in a x O
o tabulated lomm:., 1 ) I NOW
N ""True Class y
ure Wclo o X x
True Positive False Positive
\ ey (FP)
W ey i ‘Fat‘s?N‘eg]exﬁ\‘ae‘] ' “ Tnie Negative' B
@ Inpa 1la X y X (FN) . with X (TN)
Hem®: We danote the randon ) llowing this d 1tion by low 158 X and y

@ True Positive (TP) means that we decide for +1 for a given instance that is really a +1
J(wnm)dxmn) nun rning mod

@ FalsePositive (FP) means that wa decide for +1 for a given instance that is actually a -1
wheh fncpmechdesisian). /| x

'® 'False Negative {FNymeans that'we decnue for-1for a Qiven instance lhal i actually a =1

' fincorréct detisigny, ' 1< 9 e randon

° (True Negative (TN) means that we decide for -1 for a given instance that s really a -1
(correct decision).

I N —— T
g
‘m.
=)
= - .
gle o+|z

| |
o
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DECISION THEORY 101

Thageoplusion malrix gives tise, 1o, common classiicationdacision crijaria, which highlight different
aspsc?s of the dacision making.

° | 11rix True Class y . . '
Decision + TP True pRass ) peey = %
7 - FN ™ PNPY = i
wecision ITUMP MO8 L IR ) 1P+ TN
PTPR = o5, TPve = B 5 (JA& = TomL

True positive rate prpg: for how many loehue 1s did We da?nde 10112

~+ Population counterpart: P(y = 1|y = 1)

True Negative rate pmvg: for how many of the true -1s did we decide for -1?
Papuatoncourterpack: B(§ a3t e tfoy g w1) ' Q !

Posithre pradictive value pppy: it we dacide for 1, how likely is it atrue 1?2
Papitdiion &mnfetparf Py 2Py 19

Negatrve pfednctrva value pppy: ifwe dec:da for -1, how Ikely isitatrue -1?
E’o m%ooumerpan Py = —1] y = «1)

e ﬂq&ut& pacc: far haw many instances did we decide correctly?

~  Populationcounerpart: P(y = y)

ve ¢ @

ive

| |
o
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DECISION THEORY 101

The confusion matrix gives rise to common classification/decision eriteria which’
Righlight different aspects 'of the decision making

Tride elass

+

Decision t i FP pepy =

==
. . TPRFP
¥ FN TN PReY = e

|

p— -
PiPR = wmim PR = mom | PACC = Tamp

gpily

i

I False positive rate ppg = PR for how man\} of the true -1s did we decide for
+1? ‘

|

eu

Population counterpart: P(y = +1 |y = —1)

$

@ False Neagative rate prng = W?m5 for. how many of the true 1s.did we decide for
-1?

Population counterpart: I°(y = ~1.l .= 1)
Evror:par =0 die page forhow many instances did we decide incorrectly?

o @ @

Poptifation counterpart: T(§ £ i)

i Atanoed Machino L carning
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SENSITIVE'ATTRIBUTES/FEATURES

0 The aspect of fairness thsually arises due {o the presencé of sensitive O O X
attributes/features among the attributes/features x;. .. ., Xp, €.9. age,

(1) ¥

X = (x} ..... x1

distribution [F,. Aceordingly. the j-th attriblite/feature 'vector ==
is a collection of randon observations of the

» fandom variable x; with distribution . which is the marginal distribution
of I, for the j-th attribute/feature.

@ We introduce thesrandom variable A to capture all sensitive
o attributes/features, which typically has discrete values. . for

@ The basic idea of fairness criteria introduced for machine learning
methods istorequalize different decision criteria or statistical quantities
o ivelving A for how many instar , ncorrectly

rhrs goss back 10 (\nne Qlara.dy in the 19609 who studied group differences in educatonal
esfing.

1
‘ are ?ﬁﬁ&%‘obseruations of the random vector X + (xy:...3 ) with X x
:
1
i
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REMOVING SENSITIVE FEATURES ©

j
B @ Alstraightforward (and alsoriaive-approach istosimply ignore oritemove
| all senisitive Jeatures at pie diction times This approach isoftencalled
B faimess 'Hrolgh inawareness. However, in many cases other
| o hon=sensitive featuresiare slightly correlated with the sensitive 'one(s)x
l Ror examplecbservations of the random vector x X X, ) ' with
158 'gender with hobbies or iriterests (job applicationy,” "
x @ race'and ZiPOOdeMUaWSUSW),’ random observations of the
!.H‘.? mt'QPﬁJ‘Wa“d\MQﬂ'qf(cFed" applpc,agorp), margqginal distribution
f ®, for the j-th attribute/feature
I ® Thus ann ML rnodel tramed on detahlqcludlqg the ﬁensmye features might
ogmbnpe the porrespgnqlqg oorre qted non- sensntlve features to make

essentlally the same deasnon asit still seeks to maximize accuracy.
Q ?‘»‘: i airness criteria introduced for machine learning

methods is f. 1‘l!e'dl ‘fent decisi !‘.MM&H\SB&&I juantities

involving A
] 1ck r@eanyi ) idiad gretmmetie

]
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] INDEPENDENCE AS A FAIRNESSCRITERION

oe

A quite hatural fairness-ariterion-is given by ensuring{stochastic) remove O O x
independence between the decision ¥ and the sensitive: oiten called
attributes/features A oo ness However in many cases other x O
non-sensitive features are sl ,‘y»\‘y -L*-,A¢ { with the sensitive one(s)
This‘is"équivalent to ensuring an equal “acceptance rate” among all X x
possible realizationsaiaof Artierests (job application)

@ race and zi e (law systems)

@ nationality JP(J? iwal )[Aﬁa)nﬁﬁx’:(?\?w‘ HA - é)

"

Thiscrtefin & ajsn knows as sigtistical demearephic parky grou

. i ala | 1 SItIV 1ht
fairness, 3qua| Posmve rates or f)‘a(l|ngton s fourth criterion.”
moine tne respondaing rreldied non-serie ve lediures

make
One:canlrelax the criterion by introducing afixed tolerance parameter
¢ > 0 and only require that for all possible realizations a, a of A it holds
that

IP(y=1|A=a)-P(y=1|A=a)| <e¢

| |
o
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B DOWNSIDES OF INDEPENDENCE AS/AFAIRNESS

i CRITERION

@ A

uite natural fairness criterion is given by ensuring (stochast
Independence doesnot take'into accountthat the outeome y might be

oorrelated with /A: which means that the different realizations of A have
different underlying distributions for y. A

Not-considering this dependency canlead to decisions whichoare fair
through: the:lensi of the independence criterion, but not for the groups
themselves.

() 1 A=a) () 1A a)
Moreover, independence does not rule out the possibility of unfair
practices, For example, consider a job hiring pracess involving different
groups-of-people: Assu methat werington's fourth criterion

Or@ nake thoughtful and good degcisions injone specific group with.
raceepting people from that group with arate & (051 A it holo:
i2® make poor and bad decisions in all other groups with the same
acceptanage rate p € 0, 1), respectively. o a)

__ [
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ACHIEVINGINDEPENDENCE VIA- A5 A FAIRNESS
REPRESENTATION LEARNING

8 One'Eammbn idea’ 1o satisfy' the ngey ! [at the outcome ymight be

pefderice ceﬂef%n 14Dy’ fmding”a “alp O alizations of A have
represantAtion*Z of the'data X 1.6 one ,
o such thatZ i A holds. - FThenc thesMle 44 | which are fair

methed f uses-Z instead ol x fortheder oo
gision:y == f(Z)
0 Il‘he |dea goes back IP Zernel e éor di where r&é‘é requrrernents ?n
the representatlon are formPlated v e . B
Iroups ume that
o Informatlon about x should be preserved @ Mutual mforrnatlon
" betieerr x and Z18 high: 010101 1 one <EECl GrouE
@ The sbhisitiVe atlribltes fEatdred A’ aré 6b7uscared N Mutual
® Informatioh between A'and'Z i BwOther groups with the -
© Accirad) of thE Model f LsingZ i€ (&hilf high <> Mutual information

between y and Z is high.

Adanced Machine Lexrning - 18 /37

O0X

X X



| SEPARATION AS AFAIENESS/CRITERION
il REPRESENTATION LEARNING

@ As we discussed above, the independence criterion does not take comelation
between y and A into account. As an alternative fairness criterion one can
@ consider separationwhichagnsurés{stodastic) independence between the
decisionj-andithesensitive attrbutesiAlgiven y
representation” Z of the data x \?—, . IAj y
such that Z 1. A holds. Then.the ML
@ Thislis equivaient'to egualize! the (popelation) error rates for all possible
realizations af @of A :
P(y=1|y=-1A=a)=PF=1|y=-1.A=2a)

I'heidea goes back to Zernel et al. (2013). wher ¢ équat false pesitiee rates)
the repres@pplanarpycemulle@) = P(y = -1 |y = 1,A= a)

© Information about x should be preserved (?q%bfﬁlﬁ?rnﬁga}r‘/e”rates)
® The idealis that AliTealizations of A experience the same FPR and FNR.
® THE critérion I8 s knGwn 45 equalized oftds| avoiding disparate it atment,
equaliZéd éfrdt Fatesdr Corldifonal procedire accuracy.
o Ti i & pokiee Lrtbiioh, A&t s hotkndwin ai the ke of the BEGLIA VRGiHEY
the currert instance'is gositive-or negative. Only in hindsight the positive and
negative instances can be collected and compared with the decisions made.

g |1 ! B | BN | ]/
¢

| |
o
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INTERLUDE: ROC'SPACE =55 CHRITERION

| ® For.comparingclassifiers; we characterize them by their TPRand
FPRvalues a’hd‘plot them'ina coordinate system. :
@ We could also use two dlfferent ROC metrics (decnsuon criteria)
which define a trade-off, for mstance TPR and PPV.
B A
Wo- nt to alize tt 20
nsa.aof A
s True Class
; al-u 1|y=~1.A=a)= P 1 LA=3a) Y
o it 28 Pred. 1 | TP ~ EP
. P = +1|y=1A=2a)="P(jp ENA — TN
o FPR_and FN
28 TJPR< ———————T‘P ‘
TP +FN
R,.This is a posthoc criterion, as it is not known at ti F‘PR of the BPisior
thss currepgeinstangg is pogiive or qggative. Only i UFP TN
‘ ‘ ‘ PR t ‘ with ti ‘
__ I Adanced Machine Lexrning - 17 /37
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INTERLUDE: ROC SPACE

® Thebestolassifierlies on the top-eftl corner, where FPR equals 0

2
o

and TRR is maximal. \hem i

)Oraln: sysien

T}’we diAgoRaITe Word s it éo#respbnds t0'a classihér producing
random labels wnth different proportlons)

®
If each positive x will be
randomly classified with 25%
as "pos"”, TPR = 0.25.
If we assign each negative x

randomly to "pos",
FPR =0.25.

- @8t =\:a~'m‘.r_ﬁl
’ True Class}
L
Pred TP - FP
€l FN“ TN
F\i—i?‘-‘ _
S P
Sada
= F FN
- @Fos-0%
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INTERLUDE: ROC CURVES FOR SCORING
CLASSIFIERS

The best classifier lies on tl -l rner, wher 'R uals 0

@ Many'binary c1assmcduon methods use a score (function) s: &' — R
o and athresholdvalug.¢ tomake, the prediction {decisionk; ;o duci

random labels (with diffgent proportions). ,

@ The choice of threshold affects the TPR and FPR, so it is interesting to

examine the effects of different thresholds on these.
[+ ill

° A ROC gﬁrvfe is alwsual 5001 tg help in finding good threshold’values.

Adanced Machine Lexrning - 18 /37

O0X

X X



INTERLUDE: ROC CURVES FOR SCORING
CLASSIFIERS /2

To draw a ROC curve:
(WlLog.s: & — [0.1))

© Start with ¢ = 1, so we startin (0,0); we

prédict ‘everything as egative: 30 IEISHierongrio
© Iterate through all possible thresholds ¢ and 3‘1 theeshol "
o C eSM0IU Vdalues
proceed for each observation x as follows: &

@ |f x is positive, move TPR 1/n, up,
as we have one TP more.

@ If x is negative, move FPR 1 /n_ right,
as we have one FP more.

Fad xu Peodtwe Fte

|
‘ © Rank test observations on decreasing score.
|

(ny : number of positives, n-. : number of negatives.)

__ I Adanced Machine Learning - 20 /37
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DRAWING ROC CURVES: EXAMPLE HING
CLASSIFIERS
00 X

# Truth Score
Topdravega RGfGseL rve

3 Pos 069
itions on decreasing score. X X

Q4 RARE (e8Bhc e
5 we start in (0, 0)we

e Rate

5 I Pos 0.59

(2 8 SIRELWilg 55

7 Pregict e ything as negative.
-

8 Neg 039 2 an
Q terate through all p8ssible thre'sholds ¢ and

Positiv

9 Neg 028 ’ ? 1 follows
10"'N§§t‘)d.1éu“ bservation x as follows
11 PReslf x09%ositive.omcwe TPR 1/n; up,
12 Neg@s 00872 ne Teagor 0.2 0%0 ars 1.00
@ If x } ; ve FPR 1 Fa;sePogwe Rawe
FPr
¢ =409 : number of negatives.) n fruth
- TPR =0.167 t—o—o—'—o—o—!:——o——'—»* olr....-A
3 025 05 075 oot ;

— FPR=0
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DRAWING ROC CURVES: EXAMPLE

100~

# Truth Score
1 Pos
2 Pos 086 .
3 Pos 068 o
4 Neg 08 &
5 Pos 059 2.
6 Neg 052 3
7 Pos 051 3
8 Neg 039 .
I 9 Neg 028
10 Neg 0.18
11 Pos 0.15 0o- &
12 Neg 0.08 abo 02s afo ars 1.00
False Positive Rate

¢ =0.85 L
5 TPR=0383 e —efo—e Do | 1 o
> FPR=0 a 025 05 075 . 1 o
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DRAWING ROC CURVES: EXAMPLE

# Truth Score
1
3 Pos 069
4 Neg 065
5 Pos 059
6 Neg 052
7 Pos 051
8 Neg 039
9 Neg 028
10 Neg 0.18
11 Pos 0.15
12 Neg 0.06
¢ = 0.66
— TPR=0.5
— FPR=0

True Positive Rate

100~

000 02 75 1.00

False Positive Rate

s

Truth
l—o—o—l—o—o—!:——o——l——— ® heo
Pos
a 025 05 ~ 075

1
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DRAWING ROC CURVES: EXAMPLE

# Truth Score

B 4
- 5 Pos 0.59
6 Neg 052
7 Pos 051
8 Neg 039
9 Neg 028
10 Neg 0.18
1 Pos 015
12 Neg 0.06
c=0.60
— TPR=0.5

— FPR =0.167

1.00-

True Positive Rate
o o
S U
o

o
n

' | [ [
000 025 050 ors 1.00

False Positive Rate

Truth
l—o—o—l—o—o—!:——o——'——— ® hog
Pos

a 025 05 075

e [

Adanced Machine Lexrning - 24 /37

O0X

X X



DRAWING ROC CURVES: EXAMPLE

# Truth Score

---
4
5 Pa 0.53
6 Neg 052
7 Pos 051
8 Neg 039
9 Neg 028
10 Neg 0.18
11 Pos 0.15
12 Neg 0.06

¢ =0.565
— TPR = 0.667

— FPR = 0.167

1.00-

True Positive Rate
o o
S U
L

o
n

' | [ [
000 025 050 ors 1.00

False Positive Rate

1

Truth
l—o—o—l—o—o—!:——o——'——— ® hog
Pos

a 025 05 . 075
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DRAWING ROC CURVES: EXAMPLE

1.00 -

# Truth Score
(1] Pos [[0ss | +

2 Pos 086 .
3 P 08

4 Neg 065 &
S ., .

6 Neg 052 a

7P (081 2

8 Neg 039 025

9 Neg 028 &

10 Neg 0.18

11 Pos 0.15 0o- &

12 Neg 008 00 0s 0o ors 100

False Pesitive Rate
c=0.3" m

Truth
5 TPR=0.883 o fe—o—fpteif i o
. 0s 075

a 025

— FPR = 0.507 c

1
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DRAWING ROC CURVES: EXAMPLE

# Truth Score

2 Pos 086

4 Neg 065

6 Neg 052

Neg 039
9 Neg 028
10 Neg 0.18
11 Pos 015
12 Neg 008

c=0
— TPR=175
— FPR=15

True Positive Rate
o

1.00-
2
L 2 L 2
050- @ L
L 4
025
L 4
000- &
abo 025 afo ars 100
False Positive Rate

m
Truth

Fo—so—to——o o s ou | 4 4| one
Py
% 025 05 075 1 :

__ [
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I SEPARATIONAND ROC CURVES' ©

®. Sepamtien, .e.,
CPG=iy=-1A=a)=R(=d|y=-1,A=8) (equal FPRs)
- ]P(y_ —1|ly=1A=a)=P(y=-1|y=1.A=a) (equal FNRs)
' means that all ROC curves of a classifier restricted on realizations of A should be

" the same. This implies that the ROC curve of the score-based classifier
' conditional’en realizations of A must be “under” all ROC curves.

7  Pos 0.51
: 20 . o
= o
) Neg 028 ¢ @
el ¥
\ 21 £
Paos .15 & &£
©
2 Neg 008 ¢ £
Y o e L3 " )
] False Positive Rate False Positive Rate

o~ “
N .T ’fnyractice we should never obtain a classifier below the diagonal.

L= Jnvertu)g the predicted labels (~1.++ 1 and:1 ~—+ —1) will result in a reflection at
the diagonal = TPRnsw = 1 — TPR and FPRnew = 1 — FPR.
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DOWNSIDES OF ' SEPARATION'AS A FAIRNESS
CRITERION

@ Consider two groups of,pegple: blue and arange. We are interested; to,
demqe whether we should qetalF (positive class) a,person and use a, x O

sconng classifier with scores in [0, 1]and a threshold ¢ = 0.5.

t \ n f fi zatior f A si x x
I that the gl eayense of t r =
¢ A Sxye 0.5 . . [ n
..........0..
Detention raje _ False pos. rate
0L 01 D1 @ @3 43 a4 080505 08 oF or
% 25%
61% 42%

22 92 /03’04 04 05 05 05 07 &7 a8 a¥ a9

| @ The classifier is not satisfying separanon as FF’R and FNR are not the

B @ same among thetwo groups: "

] @ Inverting tl 1 ++1and1 1) will 1

] TPl 1 — TPRand FP 1 — FPI
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DOWNSIDES OF SEPARATION AS A FAIRNESS
CRITERION /2

@ In_order to achieve separation we would need to arrest mare low risk

O
individuals.in the orange group. x O
L A N N N N N N N NN N NI xx

P ety Detention rate  False pos. rate
38% 25%
000 00000000000 OCPRNRRS S 47% e 26%

01 01 01 81 41 A1 02 07 03 04 94 0% 03 OS5 07 O7 D8 09 A9

in orange group

@ Thus, as with achieving independence, separation can also lead to
undesirable-outcomes.
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| SUFFICIENCY AS A FAIRNESS CRITERION-CCS
I CRITERION

@ Another idea to specify a fairness criterion for score-based classifiers is
@ that'the correspofiding score random variable § < §(x) alréady’ '°"
slibsimes the 'sensitive attribiites A for the prediction:

y 1l AS

@ This is equivalent to require that the fraction of positive instances

assigned some score s is the same for all possible realizations a,a of A :

Ply=1|S=s,A=a)=P(y=1|S=s,A=a)
@ This criterion is also known as Cleary's model, conditional use accuracy
or calibration within groups.

® Thissis-anva priotiiguaranteen The«decisionmaker sees the scareivalue
and<nows-basedon this what the frequency of positives is.

__ [
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SUFFICIENCY AND CALIBRATION! T =H10ON

tlagsitier el caclassifier suchethati o variable S — s(x) algeady )
ABs 0wt . IMerecspeeifieally; @ prebad forthe prediclion: ’
bilistic classifier is called calbratedif for ' oy
alls € [0,1] y 1L A S, =~

L

IS IS ‘I‘?:gf‘llwiﬂ-fl'lsl‘:fﬁ),m:uﬁ'lh.il the fraction of positive instances

?H‘at‘ yme score s is the same for all possible realizations a.a of A

@ This condition means that the set of all instances assigned a score value s
also dccount for &proportion sof positive instanées. s A a)

© It is a condition over all features and in particular on the sensitive ones.

o Thie Gensequently.itdoes notmean that at thelevel of a single yalue ot Aa
L5ere qt sqm‘r’es?!or?gsto a probability s of a positive outcome.

Il
as

|
The notion of calibration can be specified also on the group level, that is, a
probabilistic chassifier is Called calibrated on the ‘grovp levetit for alt s £[071] and
all possiblerealizations #ét what the frequency of positives is

oe

@ Sufficiency is very closely related to the
® ééhééb(’df’%bféﬁéh d*a»b&ﬁbhbiﬁ‘stic”““*“ IoF score-passd mlxil\‘;\ll»:.“‘) IS
i

Py =1|S=sA=a)=s.
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SUFFICIENCY AND CALIBRATION /2

N Ply=1]S=sA=a)=P(y=1|S=s.A=a) (sufficiency) O O x
VS
Py #drd So=csid iz a)pos (calibration on individual level) x O
ifiasprobabilistic classffier is calibrated on the group level, then it also satisfies
sufficiency. x x

!f a probabilistic classifier f satisfies sufficiency, then we can find a function
CYf01] — [0, 1] such that f based on C(S) (instead of S) is calibrated on the
grébp level: f

Sufficiencyis only 'shightly weaker, but it 1§'fair' to' say'that both properties are
esgntialiy equivalent. ‘

f A

B B N B —
ve [
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DOWNSIDES ' OF SUEFICIENCYAS A FAIRNESS
CRITER!ON |

S s.A a) P(y 1S s.A=a) sufficiency)

@ Consider a group of blue people and assume we are interested in deciding
whethenwe shoulddetain (positive class) a person and use a.scoring classifier
with scores in [0, 1] and a threshold ¢ = 0.5. Suppose we know the true

o probability thata personwill recffend-and the scoresare aqual tothese:t o
sufficiency
@ lfaprobabligo@ @t @ @ De@s@ @cp /@ @ ve can i funct
;1 (0,1 [0. 1] such that f basedion C(S) (inste f S) is calibrat n tt
01 01 02 02 02 03 04 04 06 06 06 07 0.7
Detain everyone
uril d d I'!ru'eprobabililiesIo&n?o&'l’eﬂc}lr'o:; that bot &
ntially equiv t
@ Assume that there are two groups among the blue people:

01 O3 02 02 02 03 0& 04 06 06 08 07 OF

Average probabiity of re-offense is 0.4 in this subgroup
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DOWNSIDES OF SUFFICIENCY AS A FAIRNESS
CRITERION /2

9,0.0.9:8.9 0-0.0.00.8¢

01 01 02 02 02 03 04 04_ 04 0L 06 07 07

vt -rHhreve N e T

AgEraRap obatiy afinacoffance 04 SODEGE GO

If we calibrate the classifier, we bave no detentions any more!

04 04 04 04 04 D3 04 04 04 04 04 04 04

Callbrated new scores
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# RELATIONSHIPS BETWEENTHE FAIRNESS -©

i CRITERIAN OO X

@ We have considered three fairness criteria:

y 1A (Independence)
y 1Ay (Separation) x x
yibb i AS, (Sufficiency)

@ Atempting question is how these criteria relate to each other.

@ (Informal) Theorem. Any two of these criteria are mutually exclusive in
general. .

@ As a consequence, we cannotimpose multiple of these criteria as hard
constraints on the classifier.

@ A possible solution to this issue is to consider relaxed version of these
criteria as constraints.
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l FINAUREMARKSEETWEEN THE FAIRNESS
I CRITERIA

°
o

®

8 3 | B 3 ;B J |
eu

Fairness is a challenging issue as also philosophers and social scientists
have beendrying todefine it-for decades. -

Due to the increased use of ML methods in automated dectsnon maklng

there is a need to think about falrness in more detail.
| A yaration)

Fairness criteria such as mdependenﬁe uﬁncnency and separathn are a
statistical objective way to incorporate fairness aspects into ML methods
However on thelr own hey re nenher unvalent to a prqof of fairness”
hor are they'prefedt 6bjéct| z 'functiohd H& plrposs.”"

Informal) Theorem. e critetia are mutual lus n
in _summary, there are three ways to tackle the questlon how fo satis

falrness crnena"’
nsequence, we cannot in > multiple of these criteria as hard

| Qi P{ﬁ proﬁeﬁsmg phgse Adjust the feature space to be uncorrelated
with the sensitive attribute.
A @ <Training 'phase © Build thecconstraintinte’ the optimization process for
rierthe elassifier) s
© Post-processing phase: Adjust a learned classifier so that it is
uncorrelated to the sensitive attribute.

| |
o
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FINAL REMARKS

@ Fairness is a challenging issue as also philosophers and social scientists
have been trying to define it for decades.

® Due to the increased use of ML methods in automated decision making
there is a need to think about fairness in more detail.

@ Fairness criteria such as independence, sufficiency and separation are a
statistical objective way to incorporate fairness aspects into ML methods.
However, on their own they are neither equivalent to a “proof of fairness”
nor are they prefect objective functions for this purpose.

@ In summary. there are three ways to tackle the question: “how to satisfy
fairness criteria?”

@ Pre-processing phase: Adjust the feature space to be uncorrelated
with the sensitive attribute.

© Training phase: Build the constraint into the optimization process for
the classifier.

© Post-processing phase: Adjust a learned classifier so that it is
uncorrelated to the sensitive attribute.

o
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