Introduction to Machine Learning

] Boosting
] Gradient Boosting: XGBoost

Learning goals
@ Overview over XGB
@ Regularization in XGB
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@ Approximate split finding



SUBSAMPLING
Data Subsampling: XGB uses stochastic GB.

Feature Subsampling: Similar to mtry in a random forest only a
random subset of features is used for split finding.

The fraction of features for a split can be randomly sampled for each
Q tree
© level of a tree
© split

Feature subsampling speeds up training even further and can create a
more diverse ensemble that often performs better.
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OVERVIEW OF IMPORTANT HYPERPARAMETERS

HP jas namad n software) Type Trpical Range Trato Defauk Desaiption

eta A |~4.0] 10" 03  leaningrate fako called v) shrirks
corribution of each boosing up-
date

nrounds I {1.....5000} - - rumber of boosing iterafions. Can
dso be optmized wth eady stop-
png

ganma R |~7.8)] 2* 0 minmum loss reduction required
make a further partiton on a leaf
node of the ree

sax_depth I {n..... 20} - L] maxmumdepth of avree

colsample _bytree R p.1.1] - 1 subsample mtio of columns for
cach ree

colsample_bylevel R p.1.1] - 1 subsample mtio of columns for
each depth level

landda R [-10,10] -y 1 L2 reguiarzation term on weights

alpha R [=10,10] 2 0 L1 reguiarzaion term on weights

subsamp le R p.1.1] - 1 subsample rafio of the training n-

stances
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