Introduction to Machine Learning

Boosting
Gradient Boosting: CWB Basics 1

Learning goals
@ Concept of CWB
@ Which base learners do we use
@ Built-in feature selection
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We restrict the base learners to additive model components, i.e.,
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More advanced base learners could also be Markov random fields,
random effects, or trees.

Intoducion to Machine Leaming ~ 3/7
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Two BLs of the same type can simply be added by adding up their
parameter vectors:
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Thus, if {b;(x,011), b;(x, 6[2)} € B, then b(x, BI'] + 6I2) € B,.

Introducion o Machine Leaming ~ 4 /7
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