Interpretable-Machine Learning)

Learning goals
o Undereiand 1 ASfation behind CEs
@ See theamathematical foundation of CEs
@ See tl t tical foundation of Cl




EXAMPLE: CREDIT'RISK'APPLICATION!
@ X: Customer ana credit information
eox customer andgeredit information
@ y: grant or reject credit
Age
Age 52

Gender
Gender m
Job Grant
Job urskilled >
s 4 BLACKBO
Amount AGTOUNT Reject

Duration2dration 24

I Nw'%rp 056

J Questiongis

| oWy was the credit rejedted?,

i °olsita fair degision?.

i °-Howshould x be changed so that the credit is accepted? . ;-
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EXAMPLE: CREDIT'RISK'APPLICATION!

Counterfactual Explanations provide answers in the form of "What-If"-scenarios

Counterfactual Explanations provide answers in the form of "What-If"-sce narios.

BLACKBOx EACIIBOX 3

“If the person was more skllleq‘ and the Fredn amo
the ¢ credit wou d Mve been granted

Age 5
0 Gondrr
Gmder m

A . lf'l&l nt

Duration2dration 24

I W.anrpc se T

unt had been reduced to $8,000,

a
m
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COUNTERFACTUAL EXPLANATIONS: MAIN IDEA"

°,Counteriactual explanations == counterfatuals = CEs. .
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COUNTERFACTUAL EXPLANATIONS: MAIN IDEA"

°,Counterfactual explanations == counterfactuals =r CEs; ¢

®,Explain patticulan predictions of an ML model by presenting. an-alternative input o1 whos
whose prediction,equals a desired outcome

L/

4
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COUNTERFACTUAL EXPLANATIONS: MAIN IDEA"

9, Counterfactual explanations == counterfactuals == CEs ;.
o, Explain patticulan predictions of an ML model by presenting an-alternative Anput o 1 whos
whose prediction.equals a desired outcome
o, Represent close neighbors of a data point we are interestedin, -
but belonging to the desired oulcome,,, .

L/

4
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®,Counterfactual explanations == counterfactuals sr CEs;

®,Explain patticulan predictions of an ML model by presenting an alternative Anput ot whose

whose prediction,equals a desired outcome

o, Represent close neighbors, of a data paint we are interested.in, -
but belenging to the desired oulcome

o, Reveal.which. mwm%changﬁs lo the:input are s»ﬂiqiem &o[feceivea‘sﬂ"eremr rent
outcomes| jf chance to change the in tures (e.g., by changing
~+ Useful if there is a chance to change the input features (e g by changmg
behaviour)

behav

me
our)
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®,Counterfactual explanations == counterfactuals sr CEs;

®,Explain patticulan predictions of an ML model by presenting an alternative Anput ot whose

whose prediction,equals a desired outcome
o, Represent close neighbors, of a data paint we are interested.in, -
but belenging to the desired oulcome
o, Reveal which. mymm%chapges fo the input are spﬁiqiem ;o,rece;ve a;different., .
outcomes| jf chance to change the in tures (e.g., by changing
o i Pseh,JI if there is a chance Io change the mput features (e g by changmg
behavsour)

@ The targeted audience of CEs are often end-users

behav

me
our)
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AIMS-&ROLES:

CEs can serve variaus purpases;the user can decide what, toJeam drom them: £of, o coam

example: . .
f the person had been one year older and the credit amount had been increased to

“Iiithe-person had been one year older and the credit amount had been increased
to $12.000,
Jll the credit would have been granted.”
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AIMS-&ROLES:

CEs can serve variaus purpases;the user can decide what, toJeam drom them: £of, o coam

example
person had been one year older and the credit amount had been increased tc

If;thepefson had been one year older and the credit amount had been increased
to $12.000,
lthe aeﬁiuwtnmt hdve beh:rgmntwvrs

‘_7‘:‘}.‘ f wi '9 1 next veariorihe hhagher amoumn
_ Guodance for future actoons
| Ok. | will apply again next year for the higher amount.
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AIMS-&ROLES:

CEs can serve variaus purpases;the user can decide what, toJeam drom them: £of, o coam

example
person had been one year older and the credit amount had been increased tc

If;thepefson had been one year older and the credit amount had been increased
to $12.000,

lthe aeﬁiummthdve beh:rgmntwvrs

] Ok, | will app 1 next year for the higher amount

° Guodance for future actoons
0Ok & vl eambsaga;n next year for the hlgher amount.

|

l

I Interestir 10t know that age plays a role in loan applications
@ Provide reasons

| Interesting, | did not know that age plays a role in loan applications.
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AIMS-&ROLES:

CEs can serve variaus purpases;the user can decide what, toJeam drom them: £of, o coam

example
person had been one year older and the credit amount had been increased tc

If;theperson had been one year older and the credit amount had been increased
to $12.000,
lthe aeﬁiuwtnmt hdve beh:rgmntwvrs

M) o y - for the hinhe ~ 1Nt
Ok. 1w I n next vear for the higher amount

° Gutdance tor future actoons -
0Ok & vl eambsaga;n next year for the hlgher amount.
Interestin 101 KNnow that age plays a role in loan applications

@ Provide reasons
olrmfﬁ,stgagqtdmfw knaw that-age, plaz&asfelﬁ 4n loan appﬁcatlons

Ho wgarey ao not wan 0 0 nminated ior my age 1 an applicalion
@ Provide gmunds to contest the decnsoon
How dare you, | do not want to be discriminated for my age in an application.
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AIMS-&ROLES:

CEs can serve variaus purpases;the user can decide what, toJeam drom them: £of, o coam

example
person had been one year older and the credit amount had been increased tc

If;theperson had been one year older and the credit amount had been increased
to $12.000,
lthe aeﬁiuwtnmt hdve beh:rgmntwvrs

Ok. wi s, 1 next vear for the higher amount
° Gutdance tor future actoons
0Ok & vl eambsaga;n next year for the hlgher amount.
Interestin 10t know that age plays a role in loan applications

@ Provide reasons
olrmfﬁ,stgagqtdmfw knaw that-age, plaz&asfelﬁ 4n loan appﬁcatlons

How dare y do not wan 7 b nminated for mv aage in an application

@ Provide gmunds to contest the decnsoon
o How:dare wou,d da not want to be discriminated for my age in an appllcat:on

****** crease Mo inereace 3 W3 -

oDetectmoderiases .
There is a bug. an increase in amount should not increase approval rates.
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PHILOSOPHICAL BASIS®

Counterfactuals: have along+standingitraditioniinianatytic/phitasophyop hy
~-Accoding to GRS . a counterfactual conditional is:a statementiefithe’ (e form
form:

S was the case, Q would have been the case."
“If S was the case. Q would have been the case.”
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PHILOSOPHICAL BASIS®

Counterfactuals: have along+standingitraditioniinianatytic/phitasophyop hy

~+-Accodingto . a counterfactual conditional is:a statementiefithe’ (he form
form:
S was the case, Q would have been the case
“If S was the case. Q would have been the case.”
@ Sis an event that must relate to a past event that didn't occur

e Sisaneventthatmustrelatetoa pastieventthat didn't occur
~~+ counterfactuals run contrary to the facts
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PHILOSOPHICAL BASIS®

Counterfactuals: have along+standingitraditioniinianatytic/phitasophyop hy
~-Accoding to GRS . a counterfactual conditional is:a statementiefithe’ (he form

form:
S was the case, Q would have been the case."
“If S was the case. Q would have been the case.”
@ S s an event that must relate to a past event that didn't occur

e Sisaneventthatmustrelatetoa pastieventthat didn't occur

0%.9999‘?@QW§*W'9@MW§9 ?he‘%?tsr lds most similar to the actual world where S had

@ Above statement iS/true,if in-albpossible worlds most similar to the actual world
where S had been the case. Q would have been the case
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PHILOSOPHICAL BASIS®

Counterfactuals: have along+standingitraditioniinianatytic/phitasophyop hy
~-Accoding to GRS . a counterfactual conditional is:a statementiefithe’ (e form
form:

S was the case, Q would have been the case.”
“If S was the case, Q would have been the case.”
@ S s an event that must relate to a past event that didn't occur
e Sisaneventihatmustrelate toa pasteventithat didn't occur
ovz.GOQP'Q@GW@‘ﬁ*HM@WW}R mmtsr lds most similar to the actual world where S had
@ Above statement iS/true,if in-albpossible worlds most similar to the actual world
owWhere S had been the case, Q would have beenthe Case. -1 o between the worlds and only a few
° Awordis similarta’another if laws are maximally preserved between the worlds
and only a few facts are changed
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PHILOSOPHICAL BASIS®

eoCountertactuals have largely-beere studied to-explainicausal dependencecn ce

Interpretable Machine Lerning ~ 6 /13



PHILOSOPHICAL BASIS®

eoCountertactoals have largely-beere studied tocexplainlcausal dependencecn ce

eoCausaldependence underlies thetexplanatory power v e
~--goad C Es pointito criticalcausal factars thatidrove the algorithmic decisiereision
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eoCountertactuals have largely-beere studied tocexplaimicausal dependencecn ce
eoCausaldependence underlies the explanatory pawer e

~--goad C Es pointito criticalcausal factars thatidrove the algorithmic decisiereision

oolf maximal closeness is relaxed. causallyarrele&am factors'can become parft of rt
the-explanatioreasing loan amount by $20.000 and being one year older is re
~E xR mecnéas:ngrtoan\ amount: by$20 Omrandbamg mne yearolder is
recommended by the explainer although only loan amount might be causally
relevant

ommen
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PHILOSOPHICAL BASIS®

eoCountertactuals have largely-beere studied tocexplaimicausal dependencecn ce
eoCausaldependence underlies the explanatory pawer e
~--goad C Es pointito criticalcausal factars thatidrove the algorithmic decisiereision
eolf maximalclaseness is relaxed.: causallyarrele&am factors’can become parft of rt N i
the-explanadioreasing loan amount by $20.000 and being one year older is recommen by the
~E xR mecnéas:ngrtoan\ amaunt by$20 Omrandbamg mne yearolder is
orecommended by the, exglamgr although only loan amount might.be, causauy tive outcome
relevan! it the loan applicant was 30 instead of 60 years old, the approved loan would have
@ CEsare oftef) contras!mezl‘e theyexplain a deccsnon by referring to an

alternative outcome
~+ e.g., if the loan applicant was 30 instead of 60 years old, the approved loan

would have been over $100.000 instead of $40.000
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MATHEMATICAL PERSPECTIVE:

Terminologyay
eoxxoriginaldactual datapeint whose prediction' we wantto explaino|ain

eoyC IRF: desiredpredictioni {p’ (+ 10000610y5 = “grant credit’orintervale rval (|
(y' = [1000, x[)
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MATHEMATICAL PERSPECTIVE:

Terminologyay
eoxxoriginaldactual datapeint whose prediction' we wantto explaino|ain
eoyC IRF: desiredpredictioni {p’ (+ 10000610y5 = “grant credit’orintervale rval (|
(y' = [1000. x[)
] Avalid c erf al x" is a datapoint
A‘@'d QW‘Q'WPGM lsi‘ d"iuapofm? esired prediction
Q@ whose prediction {(x() is equaltome,deswed prediction

ll © thatis maximally close to the original datapoint x
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MATHEMATICAL PERSPECTIVE:

Terminologyay
eoxxoriginaldactual datapeint whose prediction' we wantto explaino|ain
eoyC IRF: desiredpredictioni {p’ (+ 10000610y5 = “grant credit’orintervale rval (|
(y' = [1000. x[)
] Avalid c erf al x" is a datapoint
A ‘G‘d qounxerwpa# ’F ISQ d"i“apo!mf e aesirea predaiction )
@) whose prediction (x() is equal:wﬁmd@weq prediction y/

ll © thatis maximally close to the original datapoint x

Jll Reformulate these two objectives (denoted by o, and 0;) as optimization problem
| eformulate these two objectives (denoted by o, and o) as optimization problem:
arg o MOp(f(X), ¥ ) \20¢( X, X)
arg min \y0,(F(x'), ') + Az01(x’, X)
@ A\, and Az balance tke two objectives
. o2 )\Land A Sbalance the Wwe objectives  space) and of o, (distance on feature space) Is crucial
ll @ Choice of o, (distance on prediction space) and of o (distance on feature
I spacejis cruciat
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' om » Dandletal 2020

Bl wale )=y
'.0 . )y '.l"

eeRegression o, coutd bethe It -distance os(Hx) ¥'). + |F(x') &y
9, Classitication: L, [distanee for iseores and; 01 Loss forlabelseig..c . o (7(x ) )
Op(f(X'), ¥') = Lixryyy
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PERSPECTIVE (mmrmrre

eeRegression o, coutd bethe It -distance os(Hx) ¥'). + |F(x') &y
'oC{a{iSiﬁQ&tiOWLrtdiS&aﬂﬁe foriseares-and;0-1 (Loss forlabelseig..c 0. o (7%
ook(f(x't),tiyr’t)i_‘t‘z,{?fx‘,l#yttf:t:i';er‘ ce (suitable for mixed feature space
@ o could be the Gower distance (suitable for mixed feature space):
1 P x) — \ R [ X
- OG X XT(- [0 1]
P =
alu pends on the feature type (numerical or categorical)
The value ot oG depends on the feature type (numerical or categorlcal)

(X', x) = de x) =

X If x; is numerical
; G (e ) =x4] |fx, is numerrcal
Salx, %) =4 |2 x; is categorical
Ly ) if x; is categorlcal

vith.H; as t alu e j in the trainin aset (t that &
wrth R as the value range ot teature; in the training dataset (to ensure that

da(x/,x) € [0,1])
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FURTHER OBJECTIVES:

Additional donstraints canimprovesthe! exptanation quality ©f thecorresponding CEs CLs
~+ popularconstraintsinclude sparsity-andplausibility 117y

Sparsity:y
eoEnd-usersioftereprefer shertcoverien explanationsons
| ~caunterfactuals should be 'sparse s¢
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FURTHER OBJECTIVES:

Additional donstraints canimprovesthe! exptanation quality ©f thecorresponding CEs CLs
~+ popularconstraintsinclude sparsity-andplausibility 117y

Sparsity:y
eoEnd-usersioftereprefer shertcoverien explanationsons

] ~ counterfactuals sholild be 'sparse: sc

I °9Objective o; cantakethe number-of changed feattres into account{but doesdoes not have to)
| not-have.té)e Ly- and the L,-norm (similar to LASSO) can do this

| ~+ e.g., the Ly- and the Ly-norm (similar to LASSO) can do this

|
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FURTHER OBJECTIVES:

Additional danstraints canimprove the exptanation qualny ofithe'corresponding CEs C
~+ popularconstraints include sparsity-andplausibility i1ty

| eoEnd-usersroftercprefer shoftcoverieng exptanationsion:
| ~~-counterfactuals shobild be 'sparserse
]
l
]
_|

000bjective o carvtake/the number-of changed features into acoount(butdoes oes not have to)

not-have.té)e Ly- and the L;-norm (similar to LASSO) ¢ this

1 @gndhe Ler and the Ly norm (similac.to LASSO)- candom ionally considered by anothe

° Indeqpendently from ojs sparsityrin the changes.can be additionally x:onsmieted by
another objective that counts the number of changed features via the LO-norm:

0-PX . X) \‘;

X) = Zz{x;#x‘}g
J=1
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FURTHER OBJECTIVES:

Plaasibility:
00CEs shouldsuggest plausible alternativesves
~+-e.g.4 notplausibleste suggestdo! raise yaurincomesand get unemployedatthen ! the sa
same time
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FURTHER OBJECTIVES:

Plausibility: -
00CEs shouldsuggest plausible alternativesves
~+-e.g.4 notplausibleste suggestdo! raise yaurincomesand get unemployedatthen ! the sa
Qsan!e '@ﬂ’eu |d be realistic and adhere to data manifold or originate from distribution of
o CEs should berealistic and adheretodatamanifold @r originate from
| distribution of X’
| ~+ avoid unrealistic combinations of feature values

Interpretable Machine Learning - 10 /13



FURTHER OBJECTIVES:

Plausibility: -
90 CEs should suggest plausibte alternatives e
~+-€.48.3 not 'pla(xsibie‘to suggestfto' raise yeurincomeand get unampbyed atthent the sa

Qsam WPQL Id alis and adhere to data manifold or originate from distribution of
o CEs should bereaisnc and adheredadatamanifold @r originate from
od'smwmnm sInt distribution of training data is complex, especially for mixed feature spaces
~= avoid unreahWe opmtynmnonsrof Jea;une‘ yalues X

ll o Estimating joint distribution of training data is complex, especially for mixed
| feature spaces
B ~+ Proxy: ensure that x" is close to training data X
|
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FURTHER OBJECTIVES:

Plausibility: -
2o CESs should isuggest plausible altematives e
~+ .44 notplausibleto suggestde: raise yeurdncame.and get ungmployed atdhes i the <o
osame“meu alistic and adhere to data manifold or originate from distribution of
o CEs should, perqahenc ami gdhere 40 data:manifald or ongmate from
d's"‘P‘{‘” Qf }r ) of training data is complex, especially for mixed feature spaces
~+ avoid unreeheglc opmlggnellops of feature values ' X

ralri
° Estlmatlng jomt distribution of training data is complex. especially for mixed

@w Proxy: ure that x" is cIose@ranquM,om
Ogolsion boundery Example from SISBEESBIELE = 101 x. originally classified to
o L @ @ Two possiblecpaths for-x. eriginallyclassifieda CF2
o c ‘-’-’f‘#'-;:/"' B 0o , is shorter
@ : ) @ Two valid CEs in ¢lass @: Ch1.and /o res 1o data manifold
R @ Path A for CF1 is shorter
Vi ® Path B for CE2 islonger but adheres to data
: N .
manifold
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FURTHER OBJECTIVES:

Toensune platsibilityiio, could,e.gs be the Gewer distance of X' doifsinearestdata cata point gf
point of the ttaining dataset-which wedenote x!'l:

p
04(x', X) = da(xx!") ::%Zo &/ xm \

=

] Ve can extend the previous optimizationproblem) by adding 0s {for sparsity) @and)0and o, (for plausibility)
[l (for plausibility):

arg min,. A 0p(f(x ), ¥ ) \20¢( X, X) \30:(X , X) \04(X , X)
arg min \0p(F(X). ') + A20r(X'.X) + A30s(X', X) + As04(X', X)
_ x'
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REMARKS: THERASHOMON EFFECT'
Issue {Rashomoneffect): | :
eoSolution tolthe aeptimization prablemanight mot be! umiquei oy«

eoMany equally close-CE mightexistthat obtain'the desired prediction:{ion
= Mahy different equally: goad explanationsforthe samedeeision exist cxist
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REMARKS: THERASHOMON EFFECT'
Issue {Rashomoneffect): | :
eoSolution tolthe aeptimization prablemanight mot be! umiquei oy«

eoMany equally close-CE mightexistthat obtain'the desired prediction:{ion
= Mahy different equally: goad explanationsforthe samedeeision exist cxist

Ml Possible/solutions:
l eoPresentralbCEs fora given oo butt imerandhumaniprocessing capacityds ity 1= limited)
I limited} on one or few CEs (but: by which criterion should thev be selectec

2 6 Ol I I W LES (DUT DY whi riernon ¢ u y I §

ll o Focus on one or few CEs (but: by which criterion should they be selected?)
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REMARKS: THERASHOMON EFFECT
Issue {Rashomoneffect): | :
90 Solution tothe eptimization prablemamight mot be! urdqueiqu e

eoMany equally close-CE mightexistthat obtain'the desired prediction:{ion
= Mahy different equally: goad explanationsforthe samedeeision exist cxist

M Possible/solutions:
Jl 9oPresentralbCES fora givenx(butotimeand:human processing capacityds ity s limied)
o 6 Ol I I W LES (DU DYy whi rieerion s u V[ S

ll o Focus on one or few CEs (but: by which criterion should they be selected?)

ll Note:
INOt% As the model is generally non-linear, inconsistent and diverse CEs can arise

Jll ¢ Asthe-modetis genéraltymom—hnem moansstem anddiverse CEsccaariseses the explainee)

I +€:9-,3U99esting sither.an inerease o decrease in eredit duration (cniuses we ,

explainee)
ll ¢ How to deal with the Rashomon effect is considered an open problem in IML
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REMARKS: MODEL OR REAL-WORLD>

o Most CEs provide explanations of model predlctlons but CEs mlght appear to B
fcﬁlainthe rEAPWord fot ehd e model predictions. bu > Might appeal

LR ahéerdf h)oUel b)\(pian‘atlons to explam ‘reaLworId is Penerally no‘t‘ permmed
ransier mo eX| n D expialn re I ermitied
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REMARKS: MODEL OR REAL-WORLD>

o Most CEs prowde explanations of model predlctlons but CEs mtght appear to

{q&tain the reAf: woﬂd‘fd#eh& Loda &1 Mo e| predictions, bu > might appear to explai
w‘fraﬂsfer of tnoUeI %)‘(pian‘atlons to explaln ‘reakworld is Penerally no‘t‘ permltted
planaiions 10 explain re ra permitt

° Consnder a CE that proposes to increase the feature age by 5 to obtair the loan
L H'Ioan Applicant aRes thts mtorrﬁ'ation and applies 5 years tater for the Bdn*® |

a loan applicant this information ana applies » |later for the lo
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REMARKS: MODEL OR REAL-WORLD>

o Most CEs provide explanations of model predictions. but CEs mlght appear to

n

;qglaihtheréai ondeereh& tighs ©f moc del predictions, but s might appear to explair
w“fraﬂsfgr of model Lexp'anatlons to epraln real-world is Penerally not permmed

nsfer of model explanations to explain real-wor generally not permitted
° Consnder a CE that proposes to increase the feature ,age _by 5 to obtair the loan
N ‘*alo}anpapphc}ahi taKds fhis’mfdrrﬁ'ati’”aﬁd appﬁ!=.*§J years iater}forthe ibghj loan
d an applicant takes this information ana ies » years later for e an

@ However, by then many other feature values might have chan

* Lfistdnly age. a0 BtHer céﬂusélry dében&&n? Teatites €47 i St might

havecﬁaﬁded ge, also other causally ndent features e.g. job status might have changed
avbld thié by donsidering causal teperidencies tetween © " 'ealures
| features
-
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REMARKS: MODEL OR REAL-WORLD>

o Most CEs provide explanations of model predictions, but CEs mtght appear to

n

;qglaihtheréai woﬁdrf_d#eha béers modadel predictions. but s might appear to explait

pfanatrons to epraln real-world is Penerally not permrtted

w“t’rhrfsféJr ot rnoael n : l
D an 7‘] ns to explain real-wo

° Consrder a CE that proposes to increase the feature age by 5 to obtaln the loan

° L HIG4M Applicant taRes titis mfdrrh’atib?faﬁd appﬁteéL ears ater forthe'lBdn® 'oan

a loan applicant takes this information ana Jte 5 years later for the loan

° However bythen many other feature values mlght have chan ed

*.Létonly dge!aiso’ BtHer céﬂusétry dében&&nt fealires &'4” job Etatiis might

have C’Haﬁdédj )€, alst :7‘ f' causally depen “’7‘ “_W ’“ a J. Job ﬂi{ , H’M’ Jht 7 a\ Pfﬁ;?‘ﬂt“f::f:
a\fdtd]thté weonisrdéﬁﬁa'causara‘épeﬂaancrés Betwggneen features
Oferaturegt e bank’s algorithm might change and previous CEs are not applicable an
@ Also, the bank’s algorithm might change and previous CEs are not applicable
anymore

generally not permitted

ymore
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