CATEGORICAL FEATURES

@ A split on a categorical feature partitions the feature levels:
xj€{ab,c} N —xc{de}

@ For a feature with m levels, there are about 2™ different possible
partitions of the m values into two groups
(2™-1 — 1 because of symmetry and empty groups).

@ Searching over all these becomes prohibitive for large values of m.

® For regression with L2 loss and for binary classification, we can
define clever shortcuts.

Introguction to Machine Learning - 3/9



SURROGATE SPLITS

@ Each surrogate split is a decision stump that tries to learn the O O X
actual splitting rule
B @ Consider this tree with the primary split w.r.t. Sepal.Length X O
| where we perform binary classification (setosa vs. virginica):

X X
E

1 yoe -SepalLength < 58 {no

@ Our surrogate split should optimize a splitting criterion w.r.t.
B Sepal.Length < 5.8
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SURROGATE SPLITS

@ Consider this subsample of the data used to fit the tree:

Sepal Length Patal Width Species Sapal Length < 5.8
1 510 020 980053 TRUE
4 460 020 set05a TRUE
9 440 020 se0058 TRUE
15 530 020 964053 FALSE
18 510 030 569053 TRUE
52 580 180  wvirginica FALSE
57 490 170 virginica TRUE
62 640 1.90 wirginkca FALSE
7 620 140 wirginica FALSE
99 620 230  wvirginica FALSE

| @ Add column that indicates whether Sepal .Length < 5.8

| @ Fit tree of depth 1 using all features but Sepal.Length to derive a
. split that explains Sepal.Length < 5.8 best = surrogate split

@ Typically, software stores the best and a few more surrogate splits
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