FTL FOR ONLINE LINEAR OPTIMIZATION
ﬁré)f gt ing problem is the online O O X
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Learning goals
@ Getting to know online linear
ptimzation (OLO) problems
\ [ B @ See that FTL might fail for thes
@ Understanding the root cause for
FTLs flaw
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FTL FOR ONLINE LINEAR OPTIMIZATION

@ Another popular instantiation of the online learning problem is the online
linear optimization problem, which is characterized by a linear loss
function (aoz) 1= a~ z:

—3, t=1
® Let A = [—1, 1] and suppose that z 1,  tiseven,
—1, tisodd.
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@ Another popular instantiation of the online learning problem is the online
linear optimization problem, which is characterized by a linear loss
function (a0z) = a’ z.

1

—1 t=1

2 3
® Let A = [—1,1]and suppose that z; = ¢ 1, tis even,
—1, tisodd.

@ No matter how we choose the first action &{™, it will hold that FTL has a
cumulative loss greater than (or equal) T — 3/2, while the best action in
hindsight has a cumulative loss of —1/2.

@ Thus, FTLs cumulative regret is at least T — 1, which is linearly growing
inT.

o

Advanced Machine Leaming - 1/3

O 0X

X X
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@ Indeed, note that

1 t

_FTL . ) o

dr4y = arg min E (a.2:) = argmina E 2
acA T acl-11] £

1. it 3ol 2s > 0,
=<1, il Yooy s < 0.

aritrary, i, 3L ;2 =0.
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@ Indeed, note that

Ay = argmmz (d.(ze )= argmmaZz,

ag[-11] 24
1. it Y0 2s >0
— L i Z; 125 % 0,
atbitratyar il Yoo ) 25 = 0.
t amt 2 (a7 .z) | S0 (& z) | 3z
1 1 -1/2 -1/2 -1/2 -1/2
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@ Indeed, note that

a5 =rargmin Z (d.(ze )= argminaZz,
ac A

s«

ag|—-1,1]

s«

1. it Yoh 125 >0
=¢K i Z;_‘ Zg < 0,
atbitratyar il Yoo ) 25 = 0.
Cl T | a | @R S Y| Sz
1 1 —1/2 12 —1/2 —1/2
2 1 1 1 1-1/2 12
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@ Indeed, note that

a5 =rargmin Z (d.ze )= arg minaZz,
ac A

sl ag|—-1,1] s=1
{1, it Yoo 125 >0
=¢K i Z;_‘ Zg < 0,
atbitratyar il Yoo ) 25 = 0.
L] A | o2 | @FEa))| SN (6| S
1 1 —1/2 12 —1/2 —1/2
2 1 1 1 1-1/2 172
3 — — 1 2 -1/2 —1/2
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@ Indeed, note that

a5 =rargmin Z (d.ze )= arg minaZz,
ac A

sl ag|—-1,1] s=1
{1, it Yoo 125 >0
=¢K i Z;_‘ Zg < 0,
atbitratyar il Yoo ) 25 = 0.
L] ™ | oz | @FE))| SN @R S
1 1 —1/2 —1/2 —1/2 —1/2
2 1 1 1 112 172
3 -1 -1 1 21/2 —1/2
T (=107 | (=) 1 T—1-1/2 (—1/2)7
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@ Indeed, note that

Ay = argmmz (d.(ze )= argmmaZz,

ag[-11] 24

{1, it Yoo 125 >0
— L i Z; 125 % 0,
atbitratyar il Yoo ) 25 = 0.
t af”' 2 (8{”‘.11) 2 et (3?1‘.2;) ,_i.__, Zg
1 1 —1/2 —1/2 —1/2 —1/2
2 1 1 1 1+-1/2 172
3 —1 - 1 /2 —1/2
T (=07 | (=1) 1 TE1+1/2 (—172)%

@ The best action has cumulative loss

|nf Z

(a.z;) =
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8 Thus! we'see: FTL can fail for online linear optimization problems,
although it is well suited for online quadratic optimization proble ms!

® The reason is thatthie' action.selection of FTL is not stable enough
(caused by the loss function), which is fine for the latter problem, but
problematic for the former.

@ One hasto note that the online linear optimization problem example
above, where FTL fails, is in fact an adversarial learning setting: The
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@ The reason is that the action selection of FTL is not stable enough
(caused by the loss function), which is fine for the latter problem, but
problematic for

@ One hasto note that the online linear optimization problem example
above, where FTL fails, is in fact an adversarial learning setting: The
environmental data is generated in such a way that the FTL learner is

@ Thus, we see: FTL can fail for
although it is well suited for online quadratic optimization problems'
-
_
] fooled in each time step.
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