B MULTI-TARGET PREDICTION: MOTIVATION
AYUVAYTERE RISREHA B2 et HTggace Vs 1D

@ Multi-target prediction (MTP): multiple targets of mixed types
bnna nominal, ordinal, real-valuedL
MJJ é&%&%@%b&th@é&n ehty? AU fe Ban be
statlstlcally dependent.
® Multi-label Emotions Datasef. @:emotions=0fa music piece.
Multiple emotions may be attntmted to & smgle piece. Mutual
information of the labels are: v f multi-target
Calm gullet S‘éd““A’ngry} }
Calm 1.000 0.073!120.018:0-0.290
Quiet 0.073 $.000-0.241- ©10.164
Sad 0.018 0.241°°1.000'"= 0067
Angry 0290 0.164 0067 1000 "

@ It might be better to tackle targets simuitaneously.
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MULTI-TARGET PREDICTION: CHARACTERISTICS

Characterized by, instances X ¢ &' and targets-m.e-{1.2.1.p. I} with
follcwmgprorpertles lictior ‘I,’"f' multiple targets of mixed types
iR Loy D) by s where y () = (y}' ----- y"). with
y"' W‘)Wlslabelfp §rgqtm indep: r_ ntly Targets can be

Alinstances and {targets ~~ Labels ym can be arranged inan n x|/
[naﬁnx Y. NQIe Y may have ‘missing values
Vil

I-labe sic piece
?’arg‘[‘rspaces??}can benommql ordlnal or real valued . Mutual

® (eal; predict scores forany pair (x, )»— X x {1 2 ..... I}.
In conventional MTP setting. ng available snd%lq[prn}%glap for targets.

Calm
Quiet
Sad
Angry

® O

[
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MULTIVARIATE REGRESSION CHARACTERISTICS
Target:space My =domex{ 1,2 and fproets m 1,2 I} witt
following properties:
@ Atraining set 1 | Moz Mol2 | MaBe Ml MolSy Male L | wilh
%oiasi® gl US55 14 17 35 13
® ninstancesgd / taroetSas Ealels - be arran inan n
matrix ¥. N r»lﬂlY hgvemin?seing%gélfgg 3'5 9%1
® Target spacedy ‘w Rhomthal. 8dinaP8r rekfvalded.
@ Goal: predidpad !*5 W Aky pit (XJ{’) €LY x£7,2,52, /|
n j:“!'\w,;!"\:"!'J\"wmﬁ‘*\nunowailaue s@ Im'@fmml for targets

11110 ‘ ? ? ? ? ? ?
Wangeman etal. (2019), Mus-torget predidion: A unifying view on problems and methods (UAL)

Example: Predict binding strength between proteins (rows) and
molecules (columns).

| |
o
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MULTI-LABEL CLASSIFICATION
Target space Vi = {0: 1} ¥mie{1.2,/. .1}

Nenais  Fessbell  Rikag  Mews TV Belgium

01101 Texti
00111 Text2
01110 m
10001 Textd
01011 TextS,

e =

Wasgeman et 3. (2019), Mus-target predidion: A unifying view on problems and methods (UAL).

Example: Assign documents-(rows)do.category tags (columns).

molecules (columns).
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LABEL/RANKINGASSIFICATION

Ire fabelranking, eachlinstance is assbciated wuth aranking of targets.

Vm={1,....1} ¥m, and Iabels(| e. ranks) y # yvm # k.

" otball  Biking Movies v Belgiu
r—u w Bking  Skatng  Running vun.

pxtl
oL

0110
01101

0
00111

0
01110

0
01011

11110 Texte &
mo wes  AEEEIRENERE RN

Wasgarian o o (2019), Muls twos predidion: A Wik view on problems and msteds (UL

Example: Predict forusers (rows) their preferences over specific
activities (columns).
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B MULTI-TASKLEARNING
F with a ramking 'ektargets O Ox

" &'Not 4l thtgets aré relevent for “ '
" “all ‘instances Eg. 78 Sfudent )
|

& /i 5
9
may only attend ,one ,schoal, ‘q‘ 5 x O
other labels are irrelavent. 8

o Label space is homogenous & F : X X
across columnsof ¥, e.g., Vm = e @ 5 )
(0,1} or Vo= R for all m.

Wasgeman et al (2019), MuStamet prediction: A unifying
view on problems and methods (UAL)

Example: Predict for students (rows) the final grades for a specific
high-school course (€olumns).
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REMARKS K LEARNING
@ ltis alsopossible when-the,mth task is multiclass classification.

= The techpiques for, multistarget learning are also applicable
under this sefting. petation becomes cumbersome.
@ Target space.can bednhomogeneous, e.g. Vim = {0,1} and

drszdolumns of ¥, e.q.. )
1 A mixture of multi-label, classification and multivariate

regression. uRL
Example: Predict for students (rows) the final grades for a specific
high-school course (columns)

Thatisi £[x)m € Ry is,the probability predictions for gm classes.
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SIDEANFORMATION ON TARGETS

o Sometimes;additional side information: aboutlargets is:available.

That is, f(x) R9 is the probability predictiofs$o#oR ®#es
o Extrd “répresétiation’ for targer 'e2rnind 2 g Elso applicable
HaleElles it diig desidh’ (étruc adadll “j”:’f’“e“l B I
° Medreprasentanon)u? JENEOUS, €.0 =) gp Eitieil Land&s
A mixture of multi-label classification and n \M’ " ’r_’ :
egressiol = = =
EEEEERE
® Taxonomy on document cate- muwe 00 1 0 1 4
gories (hierarchy). R e o
b 0 0 1 ° 0
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SIDE INFORMATION ON TARGETS /2

@ Sometimes, additional side information about targets is availal
&£ s FRX W
@ Information about schools (geo- SR - SR
@ graphidalPlocation. “échool réptt s 0 I8 el "R
a6 i StideHOmaKTofecast: oy 2 B
inef (leatiire reipresentation). . b

8 sin w i

Waegeman et a. (2019), Musgamet prodiction: A
uniying view on problems and methods (URL)

® Such problems are referred to as dyadic or link-prediction.
@ kabels, y,(,i) can bearranged ina matrix Y, which is often sparse.

o Thussdyadie prediction can be seen as multi-target prediction with
target features.
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INDUCTIVE VS. TRANSDUCTIVE LEARNING
@ In previous problems, O O X

0 predlctlons neeq to pe generated for novekinstances,
6 N argp} are knowp bqforehand and observed during training. X O

° Thpse problem$ are. wdug:twe w.r.t. instances and transductive

gl...): trgetsimlarty
@ Side information is important for uaL
_]
]

o genbralizing to Aeverargets o 25 dyadic of lak g iwm  #
o Legenovel target molacalé ina malrhCy ®Afich is ofien sparse.

o Thusthedrugdesignon can be seen asn s/tistarget preeietic '
R WM Mo ou a7

1canovelfag inthe G4 47 21 25 15 23 RS

document annotation,
R T ’ ] ? ' ' -
Wacgemanet al (2019), Mustamet prediction: A unifying
view on problems and methods (UAL)
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SUBDIVISION - OF DIFFERENT LEARNING '
SETTINGS
@ Inprevious problems
o SeitingArrdransduetiveiw.rt targets andinstances. Goal: predict
missing values-of searemalrix (matrix compleion) ring training
@ Setling Bortransductive wird largetssand inductive w.edy oo
instanges-(¢classical supervised learning).

—

@ Setting C — inductive w.r.t. targets
and transductive w.rt. instances.
olAg Innrmation 1S 1mportal Ol
. Some fargets are tnobserved
during training but may appear at
prédiction fime! 0t molecule in
the drug design
@ Setting D ““nductive w.r.t. both
targets and instahces (zero-shot .,.{’ WP S

/earmhg)” nent annotation Waogemanetal. (2019), Mustaget prodcion: A
unfying view on problems and mathods (URL)
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i SUBDIVISION OF DIFFERENT LEARNING
SETTINGS

@ Setting A — transductive w.r.t. targets and instances. Goal: predict
missing values of score matrix (matrix completion).

@ Setting B — transductive w.r.t. targets and inductive w.r.t.
instances (classical supervised learning).

| @ Setting C — inductive w.r.t. targets

and transductive w.rt. instances.

~+ Some targets are unobserved s
during training but may appear at . | .
prediction time. N

@ Setting D — inductive w.r.t. both P -
targets and instances (zero-shot -~ R

learning). Wacgeman ot o

unfying view on problem s anx
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