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Let "probability times cost" PC(+ ) be normalized version of 7 - costen:
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m CCS WITH TRUE COSTS /2
To obtain costlines| wé need @ functionwith slopec(FNR »< FPR)rand-
intercept FP Reze Rewirite Costsnaa(atiopas function of PC(+):
Costsm,m(PC( ) = (1 —PC( )) FPR + PCH) FNR
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sonsider normalized costs (as functio e
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case With costey = costee %
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I COMPARE WITH TRIVIAL CLASSIFIERS

0@ Operating rarige of @classifieris-a set of PC{ 1) values (operating X
‘nlerpoints) where'classifier périorms better than both trivial classifiers
@ Intersection of cost curves and trivial classifiers>diagonats/; x
determine operating range »  rpp) . pr FPR
® Atany PC(+) value, the vertlcal distance of trivial diagonal to a X X

classifer's cost curve within'’ operatlhg range 'shows advantage in
performance (normalized césts) of Glassifier !

Example: Dotted lines are operating 051 A\
range of a classifier (here: [0.14, 0.85]) ] 7/ \
Dlat ie aimilar te airmnlifiod 3 /o \
@ Plot is similar to simplified 8 /
, b1
¢ ‘:'-‘\” COSIEp g
@ Axes' labels and theil E;'
interpretation have changed £
@ Normalized cost vs i

"probability imes

PC(+) - Probabdiy Cost
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i COMPARING CLASSIFIERS! ASSiFIERS

o [fclassifierG1's expected-cost is lowerthan classifier<C2's;atralinc
PO( ) value; C1-autperforms €2 at thatloperating point:/2ssifiors
e The/twocostcurves of Gt and G2 may-cross, whichindicates C1
autperforms C2-for@ eertain operating range and vice versa
@ The vertical distance between thejtwe cost.curves of G1,and C2 at
any. £C( 4} value directly indicates the performance: difference,
] between them at that| operating) point: ssifie
Example: Dotled cost curve has lower s
expected cost-as dashed.cost-cunve; for

PC(+) < 0.5 and hence outperforms g ¥
dashed one in this operating range and §
vice versa 3
j
Crris Dx, ond and Robert C. Halte (2006):

Cost cufves: Animproved method for visualizng
dassiferpedormance. Machine Leaming, 65
95130 (URL)
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COMPARING CLASSIFIERS

@ If classifier C1's expected cost is lower than classifier C2's at a
PC(+) value, C1 outperforms C2 at that operating point

@ The two cost curves of C1 and C2 may cross, which indicates C1
outperforms C2 for a certain operating range and vice versa

@ The vertical distance between the two cost curves of C1 and C2 at
any PC(+) value directly indicates the performance difference
between them at that operating point

expected cost as dashed cost curve for 7
PC(+) < 0.5 and hence outperforms <
dashed one in this operating range and
vice versa

Drummond and Robert C. Holte (2006)

ves: Animproved me or vsualzing
dassifer pedfommance. Machine Leaming, 65
95-130 (URL)
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